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Abstract

The classic facility location problem seeks to open a set of facilities to minimize the cost of
opening the chosen facilities and the total cost of connecting all the clients to their nearby open
facilities. Such an objective may induce an unequal cost over certain socioeconomic groups of
clients (i.e., total distance traveled by clients in such a group). This is important when planning
the location of socially relevant facilities such as emergency rooms. In this work, we consider a
fair version of the problem by minimizing the Minkowski p-norm of the total distance traveled by
clients across different socioeconomic groups and the cost of opening facilities, to penalize high
access costs to open facilities across r groups of clients. This generalizes classic facility location
(p = 1) and the minimization of the maximum total distance traveled by clients in any group
(p =∞). We show that there is a small portfolio of solutions where for any norm, at least one of
the solutions is a constant-factor approximation with respect to any p-norm. We also give a lower
bound on the cardinality of such portfolios. We also introduce the notion of weak and strong
refinements for the facility location problem, that imposes further structural properties across
solutions. The former requires that the set of facilities open for a lower p-norm is a superset of
those open for higher p-norms, and the latter further imposes a partition refinement over the
assignment of clients to open facilities in different norms. We give an O(1)-approximation for
weak refinements, poly(r1/

√
log r)-approximation for strong refinement in general metrics and

O(log r)-approximation for the tree metric, where r is the number of (disjoint) client groups.
Our techniques also generalize to hierarchical versions of the facility location problem. Here

we are given multiple instances of facility location problems on the same network that differ
only in facility opening costs that decrease in the hierarchy. The goal is to obtain a family of
solutions, one for each instance, where an opened facility in a solution remains open in instances
with lower cost. We give a poly

(
e
√
l
)
-approximation for the problem with arbitrary metrics

where l is the number of instances in the hierarchy. We also give O(l2)-approximation for the
problem on line and tree metrics.
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1 Introduction

In recent decades, optimization and algorithm design have revolutionized numerous industrial sectors
– ranging from supply chains and network design to food production and finance. Novel optimization
techniques have led to many industries achieving previously inconceivable levels of efficiency. The race
to efficiency, however, has led to an inequitable distribution of resources among different segments
of the population. For instance, the goal of profit maximization by grocery stores has led to the
formation of food deserts in poorer parts of the United States [16]. Furthermore, a continuation of
this trend can potentially lead to the formation of medical deserts [42]. It is clear that the pursuit of
maximizing a singular objective can lead to crucial social and ethical problems, and therefore, it is
imperative that optimization research studies a wider range of objectives that are important from a
fairness viewpoint. In recent years, fairness has been extensively studied from an optimization and
algorithm design perspective [7, 33, 35, 23], in both theory and application.

There are two broad ways explored in the current literature to make constrained optimization
problems fairer: one is to incorporate equity or fairness metrics as the optimization objective, and
the other is to constrain solutions so they satisfy a minimum desired level of fairness. Further, there
are broadly two different notions of fairness in optimization – individual and group fairness (e.g.,
[18, 17]). In this work, we focus on various fairness objectives under the same set of constraints for
the (uncapacitated) facility location problem. We are concerned with group fairness, wherein each
member of the population belongs to a single group.

The uncapacitated facility location problem is one of the most well-studied combinatorial optimization
problems. In the classic version of the problem, we have a set of demands or clients D, a set of
facilities F , and distances dij between each facility i ∈ F and client j ∈ D that satisfy the triangle
inequality. Opening facility i ∈ F incurs a cost ci. The objective is to open a set of facilities
and assign each client to some open facility such that the total cost of opening the facilities and
the distances of clients from their assigned facilities is minimized. The facility location problem
models various network design situations such as opening offices, warehouses, hospitals, proxy servers,
transport hubs etc. The simple and elegant facility location problem has received significant attention
in theory and practice [29, 15, 43, 12, 13, 36].

A solution to the uncapacitated facility location problem can be disproportionately bad for a certain
set of clients while being optimal with respect to the overall cost. As a simple example, consider
clients on a line where a facility of cost m ∈ Z+ can be opened anywhere on the line, and there are
m clients at 0 and m− 1 clients at 1; the optimal solution to the classic facility location opens a
single facility at 0. This disproportionately affects the set of clients at 1.

As discussed, this is particularly undesirable in social applications where underprivileged groups
of clients can be disadvantaged by the optimal solution. As a further example, a recent study on
emergency rooms in Alameda County showed that the closure of the Alta Bates Emergency Room
would disproportionately displace the uninsured population (clients in facility location terminology)
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and people of color [14].

To model such phenomenon, we study the socially fair version of the facility location problem, where
we are given several client groups that partition the client set, and the total cost of a solution is a
function of the total distances of each group. Formally, the socially fair facility location problem is
defined as the following:

Definition (Fair facility location). We are given a metric space M = (X, d), client set D ⊆ X, and
non-empty set of facilities F ⊆ X with non-negative facility costs c : F → R+. Furthermore, suppose
we are given non-empty client groups D1, . . . , Dr that partition D. For p ∈ [1,∞], the p-norm fair
facility location problem requires opening a subset of facilities F ′ ⊆ F and providing a client to
facility assignment Π : D → F so as to minimize the cost of open facilities and the Minkowski
p-norm of average group distances, i.e.,

min
∑
i∈F ′

ci +

∑
s∈[r]

 1

|Ds|
∑
j∈Ds

d
(
j,Π(j)

)p1/p

.

For p = 1 and singleton groups (i.e., |Ds| = 1 for all s ∈ [r]), the fair facility location problem reduces
to the aforementioned classic facility location problem. For p = ∞, the objective corresponds to
minimizing the maximum distance across all groups, weighted by their group size. This variant has
been studied generally [10, 41] and in specific contexts (for example, emergency rooms placement
[14]).

We remark that while we have defined our objective for average distance to open facilities for each
group, our results hold for a much larger class of objectives, including total distance to open facilities
for each group.

Our primary goal is not restricted to getting a constant-factor approximation for the p-norm fair
facility location problem: indeed, that can be achieved by a relatively straightforward generalization
of Shmoys et al.’s algorithm [43] for the classic facility location problem. Instead, we aim to
understand how approximate solutions change as p varies, and if common combinatorial structure
can be preserved between these approximate solutions for various norms. As we shall see, this is
useful from a practical policy design perspective, and interesting from a theoretical point of view.
This is also an interesting question from a multi-criteria optimization viewpoint: our problem is
an instance of the broader question about what common structures do optimal (or approximate)
solutions maintain for related objectives.

Contributions. As a warm-up to the fair facility location, we show that the 4-approximation
algorithm of Shmoys et al. [43] for the classic facility location problem generalizes to a large class
of convex objective functions, and in particular gives a 4-approximation to the p-norm fair facility
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location problem for each p ∈ [1,∞]; see Section 1.3 and Appendix A∗. This observation is useful in
showing our key contributions, explained next.

1. Portfolio of Solutions. A challenge in the fair facility location problem is deciding what
p-norm to choose to model a fair objective. The chosen norm allows to weigh the connection
cost paid by different socioeconomic groups and appropriate weighing may not be clear even to
the algorithm designer. Indeed, for classification algorithms, it has been shown that different
fairness objectives may not be simultaneously satisfied [33]. Building portfolios of small
solutions can be useful for policymakers, whose decision is not really to decide a fairness
criterion, but rather to weigh the properties of suggested portfolio of options before making a
choice of the solution. For example, United Network for Organ Sharing (UNOS) selects the
yearly policy for kidney transplants after carefully considering a portfolio of candidate policies
and evaluating them on multiple axes of interest [1]. This problem of portfolio design for
multi-criteria approximations has not received enough attention from the theory community.

Therefore, given an instance of the fair facility location problem, a natural question we consider
is the following: is an optimal solution to the p-norm fair facility problem a good approximation
to the q-norm fair facility problem for different p, q ∈ [1,∞]? This is not always the case;
indeed, the cost of an optimal solution to the p-norm problem can be high (Ω(r), where r is
the number of client groups) for the q-norm problem. This raises the following question: is
there a small set of candidate solutions such that no matter what norm is chosen, one of the
solutions in the set is a good approximation corresponding to that norm. Empirical studies for
the facility location problem suggest that this might possibly be true even for an infinite class
of objective functions [28].

Upper bound: We show in Section 2, that when there are r client groups, there exist
(approximately) log2 r solutions such that for each p ∈ [1,∞], one of these solutions is an
8-approximation for the p-norm fair problem (Theorem 2); our proof builds on ideas similar
to those in [26]. This is important in context of policy design: the task of deciding what is
‘fair’ can be left to policy makers along with a small set of candidate solutions that are a good
approximation irrespective of what definition of fair is chosen.

Lower bound: Moreover, we show such a dependence on r is necessary. In particular, we
show that there exist problem instances where at least Ω̃(

√
log2 r)

† different solutions are
needed such that one of them is an O(1)-approximation for any p-norm (Theorem 3).

2. Refinements. Additionally, we introduce the notion of refinements which establish further
structure between approximate solutions across different p-norms, p ∈ [1,∞].

Given an instance of the facility location problem, for weak refinements we demand that for
any two norms p < q, we must have Fq ⊆ Fp where Fp, Fq are the set of facilities in the solution

∗We remark that several other improved algorithms for the classic facility location problem do not generalize for
more general convex objectives because they crucially use the linearity of the objective.

†We say f(r) = Ω̃
(√

log2 r
)

if and only if
√

log2 r = O(f(r) · poly(log log r)), i.e., we suppress log log r terms.
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Arbitrary metric Line metric Tree metric‡

weak refinement 16

strong refinement poly(r
1√
log r ) O(log r) O(log r)

Table 1: A summary of approximation guarantees for refinements for the socially fair facility locaiton
problem in Section 3. Here r is the number of client groups in the problem instance.

for p, q-norm fair problems respectively. This also establishes a decreasing subset structure for
open facilities across solutions for p-norms as p varies from 1 to ∞. Therefore, if the fairness
criterion changes at some point, a completely different set of facilities does not have to be open
or closed.

For strong refinements, we additionally demand that the set of assigned clients to any facility
in Fp must be assigned to a single open facility in Fq (p < q). Thus the partition of client set
obtained by their assignment to open facilities in solution for norm q must be a refinement
of the partition obtained in the solution for norm p. From a planning perspective, strong
refinements induce a nice hierarchical structure over the potential set of solutions which can
eventually help policy makers in growing the number of facilities that serve a set of customers,
as the need arises.

We formalize this notion in 1.1; Section 3 deals with approximation algorithms for refinements.
For arbitrary metrics, we give an O(1)-approximation for weak refinement (Theorem 4) and a
poly

(
r

1√
log r

)
-approximation for strong refinement (Section 3.1, Corollary 2). For the special

cases of line and tree metrics, we improve the approximation factor to O(log r) for strong
refinement (Section 3.2, Corollary 3 and Appendix E, Corollary 5 respectively). A summary of
these results is presented in Table 1.

3. Trade-off Between Facility Opening Costs and Connection Costs: So far, we considered
an objective that adds the cost of opening facilities and the p-norm of client group assignment
cost as a way to balance the two costs. However, as p changes, different trade-offs between the
two costs might be desirable. In Section 4, we introduce a more general objective that models
this trade-off as a normalizing factor g(p; r) for the group assignment costs. Formally, given a
norm p, the cost of a solution with open facility set F ′ and assignment Π for r client groups
D1, . . . , Dr is given by

min
∑
i∈F ′

ci + g(p; r)

∑
s∈[r]

 1

|Ds|
∑
j∈Ds

d
(
j,Π(j)

)p1/p

.

We show that there the objective function is nonincreasing in p when g is non-increasing in p,
and that it is nondecreasing when r1/pg is nondecreasing in p; further, these are the only cases
when monotonicity is guaranteed (see Theorem 7).

4. Hierarchical Facilities. Inspired by the notion of refinements, we next introduce a version
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of the hierarchical facility location problem. In several applications of the facility location
problem such as the placement of corporate offices, judicial courts, hospitals, public works
offices, facilities need to be opened at several hierarchical levels with additional constraints
across those levels [19, 50]. For instance, public works offices usually operate at several levels,
with the office at the lowest level being the first point of contact for an applicant (i.e., a
client in facility location terms). For l hierarchical levels, our version of the hierarchical
facility location problem demands solutions for each of the l levels of the given instance of
the problem that satisfy certain hierarchic constraints motivated by the discussion above,
while also being a good approximation for the independent facility location problems at their
respective levels. We formalize this definition in Section 1.1. In Section 5, we show that
our techniques for refinements also lead to results for hierarchical facility location, giving
an Õ(e3

√
l)-approximation for general metrics, and an O(l2)-approximation for tree metrics

(Theorem 10).

We define the various problems formally in Section 1.1. We give a brief literature survey for classic,
fair, and hierarchical facility location problems in Section 1.2. Finally, we include the generalization
of Shmoys et al.’s algorithm [43] as a preliminary in Section 1.3 before proceeding to the key results.

1.1 Problem definitions and notation

Before we consider the special case of the fair facility location problem, we define a more general
version of the facility location problem, where the objective is defined by a suitable convex function.
Given a convex, non-decreasing function f : RD

+ → R+, we minimize the sum of facility costs and f

applied to individual client group distances. The classic facility location corresponds to the case
where f(x) =

∑
j xj for x ∈ RD

+ , i.e., the total assignment cost is the sum of distances of individual
clients. Furthermore, the p-norm facility location problem

Definition (Generalized facility location). We are given a metric space M = (X, d), client set
D ⊆ X, and non-empty facility set F ⊆ X with non-negative facility costs c : F → R. Furthermore,
we are given a non-decreasing convex function f : RD

+ → R+. The general facility location problem
requires opening a subset of facilities F ′ ⊆ F and providing an assignment Π : D → F so as to
minimize ∑

i∈F ′

ci︸ ︷︷ ︸
Facility cost CF ′

+ f

((
d
(
j,Π(j)

))
j∈D

)
︸ ︷︷ ︸

Assignment cost CΠ

,

where
(
d
(
j,Π(j)

))
j∈D

is the vector in RD consisting of individual client distances.

For any instance of the facility location problem, a solution S is an ordered pair (F ′,Π) where
F ′ ⊆ F is the set of open facilities and Π : D → F ′ is the assignment function. The total cost of the
solution, CS is the sum of the facility cost CF ′ and the assignment cost CΠ, that is, CS = CF ′ +CΠ.
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If f is non-decreasing, then each client is assigned to its nearest open facility for any optimal solution.
Therefore, a solution is sometimes identified just by the set of open facilities in facility location
literature. However, we will deal extensively with different assignments and always explicitly give
the assignment function.

We discuss two different notions of refinements for the p-norm fair facility location problem. Weak (or
facility) refinements preserve the structure for open facility sets across p, by ensuring that any facility
that was open for a higher p-norm remains open for lower p-norms as well. Strong (or partition)
refinements are weak refinements that also preserve structure for the corresponding assignments,
by ensuring that any customer that was mapped to a certain facility in a lower p-norm, must be
mapped to the same facility (if it is open) in the higher p-norm. We can formalize these notions as
follows:

Definition (Refinements). We are given a metric space M = (X, d), client set D ⊆ X, and non-
empty facility set F ⊆ X with non-negative facility costs c : F → R. We are given a metric space
M = (X, d), client set D ⊆ X, and non-empty facility set F ⊆ X with non-negative facility costs
c : F → R. Furthermore, suppose we are given non-empty client groups D1, . . . , Dr that partition D.
Given a set of norms P ⊆ [1,∞], a solution set S = {Sp = (Fp,Πp) : p ∈ P} is called

1. a weak refinement if for all p, q ∈ P with p ≤ q, Fp ⊇ Fq; that is, the facilities form a subset
structure.

2. a strong refinement if for all p, q ∈ P with p ≤ q and for each facility i ∈ Fp, there is some
facility i′ ∈ Fq such that all clients assigned to i under Πp are assigned to i′ under Πq, that is,

{j ∈ D : Πp(j) = i} ⊆ {j ∈ D : Πq(j) = i′}.

If for each norm p ∈ P , the solution Sp is an α-approximation for the p-norm fair problem, then we
say that the refinement is an α-approximate refinement.

One can think of refinements as dynamic solutions to an instance of the fair facility location problem
that change with p. As p ∈ P decreases, weak refinements open more facilities but do not close any
open facilities. For strong refinements, this can be interpreted in terms of the partition of D that Πp

induces. As p decreases and new facilities are potentially added, this partition of D is refined. See
Figure 1 for a toy example. As described earlier, refinements demand some common structure across
different p-norms (i.e., across different fairness criteria).

Finally, we discuss the hierarchical facility location problem. Recall the assumptions: we wish to
solve several facility location problems at different levels in a hierarchy. The cost of opening a facility
at a level increasing with the level. Furthermore, each open facility at a given level is also open at a
lower level. Finally, all clients of a facility at a given level must be clients of the same facility at a
higher level - this condition is often true for most hierarchical structures such as corporate offices
and speciality hospitals. We present the formal definition.
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(a) q-norm solution

Facility

Client

(b) p-norm solution with new facilities in blue

Figure 1: A toy example to illustrate refinements. Consider P = {p, q} with q > p. (a) A solution for the q-norm
problem with open facilities marked as crosses and the assignment function indicated by arrows; clients assigned to
the same facility have the same color for clarity. (b) A solution for the p-norm problem: this solution refines the
q-norm solution, with new facilities and new assignment arrows in blue. Note that no facility has been deleted from
the q-norm solution, and all clients assigned to a new facility are assigned to the same facility in the q-norm solution
(i.e., all clients assigned to the same facility still have the same color).

Definition (Hierarchical facility location). We are given a metric spaceM = (X, d), and non-empty
facility set F ⊆ X and demand set D ⊆ X, and l different general facility location problems for
some positive integer l, one for each level in [l]. The l problems are specified by uniform facility
opening costs c1, . . . , cl ∈ R+ satisfying c1 ≤ . . . ≤ cl; and a non-negative, non-decreasing, convex
function f : RD

+ → R. In the hierarchical facility location problem, we are asked to provide solutions
{Sk = (Fk,Πk) : k ∈ [l]} such that for all k, t ∈ [1, l] with t ≥ k:

1. Fk ⊇ Ft, and

2. for all i ∈ Fk, there exists i′ ∈ Ft such that

{j ∈ D : Πp(j) = i} ⊆ {j ∈ D : Πq(j) = i′}.

The objective is to minimize the worst approximation ratio among l levels, that is, max
k∈[l]

CSk

OPTk
,

where OPTk is the optimal solution value for the generalized facility location problem with facility
costs ck. We call this an l-level hierarchical facility location problem.

It should be clear that the hierarchical facility location is similar to the notion of refinements for the
fair facility location problem: the constraints on open facility sets and assignments are similar. This
is precisely why our algorithms work for both refinements and hierarchical facility location.

Throughout, we denote n = |F ∪D|. We assume that the input always has size at least n: the points
in F and D always need to be explicitly specified; the distance function d can be specified implicitly
or explicitly. For instance, when the metric space M is the Euclidean space R2, the points in F

and D need to specified as 2-tuples of real numbers while the distance d is implicit. Therefore, all
algorithms that run in polynomial time in n are polynomial in the input size.
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We usually denote facilities using the letter i and occasionally using the letters f, g, h. Clients are
usually denoted by j. The letters k, l usually denote indices for different p-norms or levels in the
hierarchical facility location problem; occasionally letters s, t are also used for this. Solutions (i.e.,
pairs of facilities and assignments) are usually denoted by letters S,R. Subsets of the facility set F

are denoted by letters F,G. Assignments of clients to facilities (or facilities to facilities at different
levels in a hierarchical problem) are denoted by letters Π and θ.

1.2 Literature review

We present a brief review of the literature for classic, fair, and hierarchical facility location problems.

The classic facility location problem has been extensively studied. An O(log n)-approximation
algorithm was given by Hochbaum [29]; notably, this algorithm does not assume the metric property.
The first constant-factor approximation was given by Shmoys et al. [43] who gave a deterministic
4-approximation algorithm. They also give a randomized 3.16-approximation algorithm. Since
then, a steady stream of algorithms has led to frequent improvements in this approximation factor
[34, 12, 13, 30, 38, 11]. The state-of-the-art is a 1.488-approximation algorithm of Li [36]; while
the problem is inapproximable to within a factor 1.463 unless P = NP [27, 45]. The textbook by
Shmoys and Williamson [48] gives an overview of and more details about many of the techniques
used.

Several fairness objectives for the facility location problem have been studied [31, 21, 46]; for an
extensive list see the survey articles [40, 6]. To the best of our knowledge, none of these fairness
objectives have been studied from an approximation algorithm viewpoint for the uncapacitated
facility location problem. However, several approximation algorithms are known for the fair versions
of the related clustering problem where a fixed number of facilities are allowed to open [31, 23, 3, 39,
24, 26, 25].

Minkowski p-norm objectives have been widely considered in combinatorial optimization literature
as a model for fairness and as interesting theoretical questions. Golovin et al. [26] develop a general
technique for p-norm optimization that is closely related to our technique in section 2.1. Other
methods are often problem-specific: for instance, k-clustering [23, 24, 25, 26], traveling salesman
problem [20], set cover, scheduling and other problems [26] have all been studied with the p-norm
objective.

There are a very large number of models for hierarchical facility location problems; see survey
articles [50, 19]. Many of these models have not been studied from an approximation algorithm
viewpoint. However, there are several models with an approximation guarantee for the overall cost
[2, 9, 4, 5, 49, 32, 22, 47]. Almost all of these models aim to minimize some notion of the total cost
or maximize some notion of client coverage that is linear in open facilities and assignments. To the
best of our knowledge, the model with a facility location problem at each level with minimization of
the worst approximation ratio across levels has not been proposed so far.
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1.3 Preliminaries

We prove the following theorem, which asserts that the generalized facility location problem can be
4-approximated for a large class of functions f . Specifically, we show that Shmoys et al.’s algorithm
[43] – which uses the filtering technique introduced by Lin and Vitter [37] – extends to this class of
functions. For completeness, we include the algorithm and the proof of the theorem in Appendix A.

Before we state the theorem, we recall the definition of sublinear functions: f is sublinear if for all
x, y in its domain (1) f(cx) = cf(x) for all c ≥ 0 and (2) f(x+ y) ≤ f(x) + f(y). All norms are
sublinear and all sublinear functions are convex. We are now ready to state the theorem:

Theorem 1. If f : RD
+ → R is a differentiable sublinear function that is non-negative and non-

decreasing, then there is 4-approximation to the generalized facility location problem with a polynomial
number of oracle calls to f,∇f .

Since all p-norm functions are sublinear, the theorem immediately implies the following corollary:

Corollary 1. There is a polynomial-time algorithm that gives a 4-approximation for the p-norm
fair facility location problem for any p ∈ [1,∞].

2 Portfolio of solutions for fair facility location

In this section, we give present an upper bound (Theorem 2) and a lower bound (Theorem 3) on the
number of solutions such that at least one of the solutions is a constant factor approximation for
every norm.

Definition (Approximate solution sets). Given an instance of the fair facility location problem and
an approximation factor α ≥ 1, an α-approximate solution set is a set S of solutions such that for all
norms p ∈ [1,∞], there is some solution in S that is an α-approximation to the p-norm fair facility
location problem.

2.1 Upper bound

The key idea is to use the relationship between different p-norms in Rr. Before we prove the theorem,
we state such a relationship that follows from Hölder’s inequality [44].

Lemma 1. For p, q ∈ [1,∞] with p ≤ q and any vector x ∈ Rr, ∥x∥q ≤ ∥x∥p ≤ r
1
p
− 1

q ∥x∥q.

We remark that the above bound is sharp; for all p, q, there exist simple examples where either of
the two inequalities hold.

The next lemma states that approximate solutions for one norm can be translated into approximate
solutions for a different norm, incurring an additional factor in the approximation ratio. The proof
follows by a simple application of Lemma 1.
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Lemma 2. Given an instance of the fair facility location problem with r groups and 1 ≤ p < q ≤ ∞,
any α-approximate solution to the p-norm fair problem is an

(
αr

1
p
− 1

q
)
-approximate solution to the

q-norm fair problem, and conversely, any α-approximate solution to the q-norm fair problem is an(
αr

1
p
− 1

q
)
-approximate solution to the p-norm fair problem.

Recall that OPTp is a decreasing function of p. Define sequence q1, . . . , qT as follows: q1 = 1, qk is
the unique norm satisfying OPTq0

OPTqk
= 2k−1, and T =

⌈
log2

(
OPT1
OPT∞

)⌉
. Also define qT+1 =∞. From

Lemma 1, we get that OPT∞ ≤ rOPT1, so that T ≤ ⌈log2 r⌉. We are ready to prove the main result
for this section.

Theorem 2. Given any instance of the facility location problem, there exists an 8-approximate
solution set of cardinality at most ⌈log2 r⌉. This solution set can be obtained in polynomial time.

Proof. Notice that
OPTqT

OPTqT+1

=
OPT1

2T−1OPT∞
≤ 2

OPT1
OPT∞

· OPT1

OPT∞
= 2.

Corollary 1 allows us to obtain 4-approximate solutions for any p-norm for the given instance of the
problem. We will claim that a 4-approximate solution Sk = (Fk, θk) to the qk-norm fair problem is an
8-approximate solution to the p-norm problem for any p ∈ [qk, qk+1]. Since ∪Tk=1[qk, qk+1] = [1,∞],
this implies that {S1, . . . ,ST } is an 8-approximate solution set for the given instance of the facility
location problem. Since |{S1, . . . ,ST }| = T ≤ ⌈log2 r⌉, this implies the theorem.

We prove the claim now. Let Vθk ∈ Rr denote the cost vector for assignment θk. Then, the cost of
solution Sk for a norm p ∈ [qk, qk+1] is

CFk
+ ∥Vθk∥p ≤ CFk

+ ∥Vθk∥qk ≤ 4OPTqk ≤ 8OPTp.

The first inequality follows from Lemma 1, the second inequality follows since Sk is a 4-approximate
solution to the qk-norm fair problem, and the final inequality follows since OPTqk ≥ OPTp ≥
OPTqk+1

≥ 1
2OPTqk . This proves the claim.

Definition. Given an instance of the facility location problem, we will call this set of norms
{q1, . . . , qT } the representative norm set. Getting α-approximate solutions corresponding to these
norms is sufficient to get 2α-approximate solutions for each norm in [1,∞].

2.2 Lower bound

We now provide a lower bound on the number of solutions required.

Theorem 3. For any large positive integer r, there is an instance of the fair facility location problem
with r clients such that at any O(1)-approximate solution set contains at least Ω̃ (log2 r) distinct
solutions.
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Proof. We consider r clients located at the central vertex of a star. We let r = tk, where t and k are
parameters that we will choose later; also let ϵ = 1

k . The star has k edges with leaves f1, . . . , fk, leaf
fj has facility with opening cost tj and is at distance t(k−j)ϵ from the central vertex, for each j ∈ [k].
Each client is in its own group. This is presented in Figure 2.

For i ∈ [k], let pi = k
i . For appropriate choices of t, k, we will show that for distinct i, i′, no

O(1)-approximate solution to the pi-norm fair problem is an O(1)-approximate solution to the
pi′-norm fair problem. Therefore, any O(1)-approximate solution set for this problem instance
contains at least k distinct solutions.

n = tk

f1, cost t

f2, cost t2

f3, cost t3

f4, cost t4

fk, cost tk

. . .

t(k−1)ϵ

t(k−2)ϵ

t(k−3)ϵ

t(k−4)ϵ

1

Figure 2: The star graph instance in Theorem 3. There are
r = tk clients at the central vertex and no clients at any of the
leaf vertices. Leaf vertex fi has facility with cost ti and is at
a distance t(k−i)ϵ from the central vertex. The distances are
marked in blue.

Fix i ∈ [k]. We show that any O(1)-approximate
solution to the pi-norm fair problem must have
(a) the facility at fi open and (b) none of the
facilities at fi+1, . . . , fk open. This is sufficient
to prove our claim.

If only fi is open, the solution cost for pi-norm is

Cpi,fi = ti + ∥t(k−i)ϵ1r∥pi = ti + r
1
pi t(k−i)ϵ

= ti + ti+(k−i)ϵ = Θ(ti+(k−i)ϵ).

Since ϵ = 1
k , this cost is of the order Θ(ti+

k−1
k ) =

Θ(t(i+1)− 1
k ).

For a solution S with any of the facilities fi+1, . . . , fk open, the solution cost CS = Ω(ti+1), which is
higher than Cpi,fi by a factor Ω(t

1
k ). For k = o(log t), this factor is ω(1), and therefore S is not an

O(1)-approximate solution to the pi-norm fair problem.

Further, consider a solution S with none of the facilities fi, . . . , fk open. At least one of the facilities
in f1, . . . , fi−1 must be open, and even if all clients are assigned to the nearest open facility, the
distance of each client from the nearest open facility is at least t(k−(i−1))ϵ. Therefore, the solution
cost

CS = Ω
(
∥t(k−i+1)ϵ1r∥pi

)
= Ω

(
∥t(k−i+1)ϵ1r∥pi

)
= Ω

(
ti+(k−i+1)ϵ

)
.

This is higher than the cost of only opening fi, i.e., Cpi,fi by a factor of Ω
(
t
1
k

)
. For k = o(log t),

this factor is ω(1), and therefore S is not an O(1)-approximate solution to the pi-norm fair problem.

Finally, we show that for k =
√

log2 r
log2 log2 r

and kt = r, we have k = o(log t), finishing the proof. tk = r

gives
√

log2 r
log2 log2 r

log2 t = log2 r so that log2 t =
√
log2 r · log2 log2 r, so that k = o(log2 t).

12



3 Refinements

In this section, we will present our algorithms for weak and strong refinements to the facility location
problem (see Section 1.1 for the definition of refinements). The key idea is to use the local relationship
between approximate solutions, i.e., when two norms are relatively close, a good approximation for
one is a good approximation for the other (see Lemma 2, Theorem 2). We will build on this idea to
provide solution sets where the set of open facilities changes in a structured way, as required for
strong and weak refinements.

We give 16-approximate weak refinements for arbitrary metrics in Theorem 4, Section 3.1.1. Strong
refinements require a structural relationship between solutions for different norms not only in terms
of facilities, but also in terms of assignments. We give an approximation algorithm for strong
refinements for P = [1,∞] for arbitrary metrics in Section 3.1.2. We improve the approximation
ratio for the special case of line metric in Section 3.2, and for tree metric in Appendix E.

From here on, we are primarily concerned by the order of our approximation ratios in terms of r.
For convenience, we abuse the notation slightly and assume log2 r ≃ ⌈log2 r⌉.

3.1 Arbitrary metric

We give approximation algorithms for weak and strong refinements for arbitrary metrics in this
section. The main results in this section are Theorems 4, 5, and Corollary 2. Theorem 4 gives
O(1)-approximate weak refinement for all norms, i.e., the norm set P = [1,∞]. Theorem 5 gives
an O(e3

√
l)-approximate strong refinement for any finite norm set P = {p1, . . . , pl} and Corollary 2

gives a poly(r
1√

log2 r )-approximate strong refinement for the norm set P = [1,∞]. Note that e3
√
l is

subexponential in l and r
1√

log2 r is sublinear in r: in fact, r
1√

log2 r = 2
√

log2 r = O(rδ) for all δ > 0.
These peculiar functions arise as bounds on the terms of a recurrence relation that occurs naturally
in our problem (see Lemmas 4, 5).

3.1.1 Weak refinement

The key idea to get weak refinements is very simple: given norms p < q, we can augment an
approximate solution Sp = (Fp, θp) for the p-norm problem by including facilities Fq, where Sq =
(Fq, θq) is an approximate solution for the q-norm problem. Since OPTp ≥ OPTq, the cost of the
augmented solution Rp = (Fp ∪ Fq, θp) is at most twice the cost of Sp, and the solution set {Rp,Sq}
forms a weak refinement for P = {p, q}. This idea can be extended to larger norm sets. The
representative norm set defined in Section 2 allows us to pick a norm set of cardinality log2 r to get
a facility refinement for P = [1,∞].

Theorem 4. Given any instance of the facility location problem, there exists a 16-approximate weak
refinement for the norm set [1,∞]. These weak refinements can be obtained in polynomial-time.

13



Proof. Recall the representative norm set P = {q1, . . . , qT } defined for Theorem 2: q1 = 1, T =

⌈log2 OPT1
OPT∞

⌉ ≤ ⌈log2 r⌉ and OPTqk =
OPTq1

2k−1 for all k ∈ [l]. Additionally, qT+1 =∞.

We showed that a 4-approximate solution for the qk-norm fair problem is an 8-approximate solution
for the p-norm fair problem for all p ∈ [qk, qk+1]. Therefore, an α-approximate facility refinement for
P = {q1, . . . , qT } is a 2α-approximate facility refinement for [1,∞]. We will obtain an 8-approximate
facility refinement for P , implying the theorem.

For all k ∈ [T ], let Sk = (Fk, θk) be a 4-approximate solution to the qk-norm fair problem, obtained
using Corollary 1. Define Gk as the union of all facilities from Fk through Ft, i.e., Gk =

⋃
s∈[k,T ] Fs.

Then G1 ⊇ G2 ⊇ . . . ⊇ GT . Further, define solution Rk = (Gk, θk). Then,

CRk
= CGk

+ Cθk ≤

 ∑
s∈[k,T ]

CFs

+ Cθk =

 ∑
s∈[k+1,T ]

CFs

+ (CFk
+ Cθk)

≤

 ∑
s∈[k+1,T ]

4OPTqs

+ 4OPTqk =

 ∑
s∈[k+1,T ]

4
OPTqk

2s−k

+ 4OPTqk

= 4OPTqk

 ∑
s∈[k,T ]

1

2s−k

 ≤ 4OPTqk

∑
s≥k

1

2s−k

 = 8OPTqk .

Therefore, Rk is an 8-approximate solution for the qk-norm fair problem, implying that the set
{R1, . . . ,RT } is an 8-approximate facility refinement for P , and consequently a 16-approximate
facility refinement for [1,∞].

3.1.2 Strong refinement

We proceed to discuss strong refinement. Given a finite P = {p1, . . . , pl}, we give a polynomial-time
algorithm that gives an O(e3

√
l)-approximate strong refinement for P . The first step is to get a weak

refinement, as in Theorem 4. A weak refinement may not be a strong refinement, and so a natural
question if we can we reassign the clients to facilities in each solution (i.e., for each k ∈ [l]) so that
we get a strong refinement. Such a reassignment may increase the assignment cost for each k ∈ [l].
Notice that we do not open any facilities in any such reassignment. The key idea in this section is
to give a reassignment such that the distance of each client from its assigned facility increases by
at most a factor β, and this enables us to convert the bound of β into an approximate factor for
strong refinement. We will show that β = O(e3

√
l) for our algorithm. The main results for arbitrary

metrics are given in Theorem 5 and Corollary 2, which we will improve upon this for the line metric
in Section 3.2. Before we present the main algorithm in this section, we develop intuition using the
greedy algorithm, and show why it fails.

Greedy algorithm and why it fails. From Theorem 4, we can obtain an O(1)-weak refinement
{(Gk,Πk) : k ∈ [l]} with G1 ⊇ . . . ⊇ Gl. We denote by G0 the set of clients and the set of facilities
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−(1 + ϵ) 0 1 3
. . .

2l − 1
pk

0

1

2

...

l

× × × × ×

× × × ×

× × ×

× ×

Figure 3: A toy example to illustrate that the greedy
algorithm for strong refinements can reassign clients to far
away facilities. The underlying metric is a line metric, and
elements of sets G0, . . . , Gl are denoted as a cross at their
respective locations, with a copy of the line for each k ∈ [l]
for clarity. For ϵ > 0, the closest facility to x = 0 in G1 is
at x = 1, and so the greedy algorithm assigns Π1(0) = 1.
Further, the closest facility to x = 1 in G2 is at x = 3,
so that Π2(0) = 3. Continuing this way, Πl(0) = 2l − 1.
However, the closest facility to x = 0 in Gl is at −(1 + ϵ).
For ϵ ≃ 0, this reassignment gives a factor β ≃ 2l − 1 for
the client at x = 0.

open for the 1-norm solution, i.e., G0 = D ∪G1 for convenience, so that G0 ⊇ G1 ⊇ . . . ⊇ Gl. Let
us first consider a natural greedy algorithm: for each j ∈ G0, assign Π1(j) = argminf∈G1

d(j, f),
that is, the facility in G1 closest to j. Call this facility f1. Under Π2, assign j to the facility in G2

closest to f1 in G2, i.e., Π2(j) = argminf∈G2
d(f1, f), and so on. Recursively, for client j, assign

Πk+1(j) = argminf∈Gk+1
d (Πk(j), f) for all k ≥ 0. It is not difficult to see that this algorithm

produces a strong refinement, albeit with a higher approximation factor. Note that for higher k, this
can lead to some clients being reassigned to facilities very far away; see Figure 3 for an example
where the increase in the approximation factor can be very large for a client. Therefore, the greedy
algorithm fails to provide a factor better§ than 2l.

Our approach through DiscountedLookahead. One can think of the greedy algorithm as
looking ‘one step’ ahead: for each k ∈ [0, l − 1] and each f ∈ Gk, map σ(f) = argminh∈Gk+1

d(f, h).
Then, for each client j ∈ G0, the greedy algorithm assigns Πk(j) = σk(j). A natural question we
consider here is if we can improve this algorithm by looking more than one step ahead at a time?
Specifically, for client j ∈ G0, instead of looking only at facility f1 = argminf∈G1

d(j, f), we can also
look at facilities hk = argminh∈Gk

d(j, h) for k ∈ [l] (that is, hk is the facility closest to j in Gk, so
that f1 = h1). We pick some ‘discounting factor’ γ > 1 to be chosen later, and instead of assigning
Π1(j) = h1, we assign Πs∗(j) = hs∗ where

s∗ = argmink∈[l]
d(j, hk)

γk
.

Since Gk ⊇ Gs∗ for all k ≤ s∗, we can assign Πk(j) = hs∗ , and for k > s∗, we can do this process
recursively for Gs∗ , Gs∗+1, . . . , Gl. Algorithm 1 does precisely this, and we show that this leads to a
subexponential approximation factor in l.

For each k ∈ [0, l− 1] and each t ∈ [k+ 1, l], the algorithm constructs an assignment Π
(k)
t : Gk → Gt

from facilities at a lower level k to facilities at a higher level t. The final assignments on clients
G0 = D are Π

(0)
k : G0 → Gk for k ∈ [l].

Lemma 3. The assignments Π
(0)
1 , . . . ,Π

(0)
l output by Algorithm 1 form a strong refinement.

§We can prove that no client can be assigned too far away under the greedy algorithm. We can prove the bound
β ≤ 2l, so that the greedy algorithm gives an O(2l) strong refinement.
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Algorithm 1 DiscountedLookahead

1: Obtain solutions {Sk = (Fk,Πk) : k ∈ [l]} such that Sk is a 4-approximation to the pk-norm fair
facility location problem.

2: Denote Gk = ∪t∈[k,l]Ft for k ∈ [l]
3: For any k, t ∈ [0, l] and any f ∈ Gk, denote ht(f) = argminh∈Gt

d(f, h)
4: for k = l − 1 to 0 do
5: for each f ∈ Gk do

s∗ = argmint∈[k+1,l]

d (f, ht(f))

γt
,

where s∗ is the least such number in case of ties. Let h be the corresponding facility, i.e.,
h = hs∗(f).

6: Set

Π
(k)
t (f) =

{
h if t ∈ [k + 1, s∗];

Π
(s∗)
t (h) if t ∈ [s∗ + 1, l]

7: Output solutions (G1,Π
(0)
1 ), . . . , (Gl,Π

(0)
l )

Proof. First, we use induction on l − k to prove the following: if f ∈ Gt, then Π
(k)
s (f) = f for all

k < s ≤ t. When k = l − 1, this is trivially true since d(f, f) = 0. When k < l − 1, s∗ = s+ 1 and
hk+1(f) = f in step 5 since d(f, f) = 0 and f ∈ Gk+1. By induction, Π(k+1)

t (f) = f , and since by
step 6, we have Π

(k)
t (f) = Π

(k+1)
t (hk+1(f)), we get Π

(k)
t (f) = f .

For convenience, define Π
(k)
k : Gk → Gk, where Π

(k)
k (f) = f for all f ∈ Gk. We prove the following

claim: for all 0 ≤ k < s ≤ t ≤ l and for all (open) facilities f ∈ Gk for k ≥ 1 (and clients in G0 for
k = 0),

Π
(k)
t (f) = Π

(s)
t

(
Π(k)

s (f)
)
.

We prove this using induction on l − k. For k = l − 1, s = t = l, and by definition Π
(l)
l

(
Π

(k)
l (f)

)
=

Π
(k)
l (f).

Suppose l − k > 1, i.e., k < l − 1. As in Algorithm 1, let s∗ = argmins′∈[k+1,l]γ
−s′d(f, hs′(f)) and

denote h = hs∗(f) for brevity in the proof that follows.

Case I: s ≤ t ≤ s∗. In this case, by step 6, Π(k)
t (f) = Π

(k)
s (f) = h. Since h ∈ Gt, by our earlier

claim, Π(s)
t (h) = h, proving the desired equality.

Case II: s < s∗ ≤ t. Since h ∈ Gs∗ , by our earlier claim we have Π
(s)
s∗ (h) = h. Since l − s∗ < l − k,

using the induction hypothesis

Π
(s)
t (h) = Π

(s∗)
t

(
Π

(s)
s∗ (h)

)
= Π

(s∗)
t (h).

By step 6, Π(k)
s (f) = h while Π

(k)
t (f) = Π

(s∗)
t (h), so that

Π
(s)
t

(
Π(k)

s (f)
)
= Π

(s)
t (h) = Π

(s∗)
t (h) = Π

(k)
t (f).
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Case III: s∗ ≤ s ≤ t. Since l − s < l − k, by the induction hypothesis,

Π
(s∗)
t (h) = Π

(s)
t

(
Π(s∗)

s (f)
)
. (1)

In this case, Π(k)
t (f) = Π

(s∗)
t (h) and Π

(k)
s (f) = Π

(s∗)
s (h), thus proving the desired equality and

consequently the claim.

Facility sets G1 ⊇ . . . ⊇ Gl already form a weak refinement. To prove that assignments Π(0)
1 , . . . ,Π

(0)
l ,

we need to show that for all k ∈ [1, l − 1] and for all f ∈ Gk, there exists some f ′ ∈ Gk+1 such that
each client assigned to f under Π

(0)
k is assigned to f ′ under Π

(0)
k+1, that is:{

j ∈ G0 : Π
(0)
k (j) = f

}
⊆
{
j ∈ G0 : Π

(0)
k+1(j) = f ′

}
.

We claim that f ′ = Π
(k)
k+1(f) works.

Suppose j ∈ G0 is such that Π
(0)
k (j) = f . Then j must have been assigned to f under Π

(0)
k in one of

the two cases in step 6. Let s∗ be the corresponding index chosen when j is assigned.

If k < s∗, then f = Πk(j) = Πk+1(j) = hs∗(j). Since hs∗(j) ∈ Gk+1, Π
(k)
k+1

(
hs∗(j)

)
= hs∗(j).

If k ≥ s∗, then f = Π
(0)
k (j) = Π

(s∗)
k

(
hs∗(j)

)
and Π

(0)
k+1(j) = Π

(s∗)
k+1

(
hs∗(j)

)
. By eqn. (1),

Π
(0)
k+1(j) = Π

(s∗)
k+1

(
hs∗(j)

)
= Π

(k)
k+1

(
Π

(s∗)
k

(
hs∗(j)

))
= Π

(k)
k+1(f).

Before we prove our main theorem for this section, we need the following technical lemmas; we
include their proofs in Appendix C.

Lemma 4. Given γ > 1 and some l ∈ Z+, consider the set of recursively defined numbers {uk,t : t ∈
[l], k ∈ [0, t− 1]}: for each t ∈ [l], and for k = t− 1, . . . , 0 define

uk,t =

γl−t if k = t− 1,

max
{
γl−t,maxk<s<t γ

s−t + us,t(1 + γs−t)
}

if k ∈ [0, t− 2].
(2)

Then maxk,t uk,t ≤ e
2γ
γ−1γl−1.

Lemma 5. minγ>1 e
2γ
γ−1γl−1 ≤ e2 · e3

√
l.

We are ready to prove the approximation guarantee for Algorithm 1:

Theorem 5. Given a finite P = {p1, . . . , pl} of norms, there is a polynomial-time algorithm that
gives an O(e3

√
l)-approximate strong refinement for P .

Proof. Lemma 3 shows that Algorithm 1 gives a strong refinement for P . It remains to determine
the choice of the parameter γ and prove the desired bound on the approximation ratio.
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Assume without loss of generality that p1 < . . . < pl; we know that OPTp1 ≥ . . . ≥ OPTpl . In step
2 of the algorithm,

CGk
≤
∑
t∈[k,l]

CFt ≤ 4
∑
t∈[k,l]

OPTpt ≤ 4
∑
t∈[k,l]

OPTpk ≤ 4l OPTpk .

If θk : D → Gk assigns every client to its closest vertex in Gk, we have Cθk ≤ CΠk
since Gk ⊇ Fk. We

will show that assignments Π
(0)
k output by the algorithm satisfy C

Π
(0)
k

≤ O(e3
√
l)Cθk , and therefore

that

C
(Gk,Π

(0)
k )

= CGk
+ C

Π
(0)
k

≤ 4l OPTpk +O(e3
√
l)CΠk

≤
(
l +O(e3

√
l)
)
OPTpk = O(e3

√
l)OPTpk .

To this end, it is sufficient to show that the assignments Π
(0)
1 , . . . ,Π

(l)
1 satisfy

d
(
j,Π

(0)
k (j)

)
≤ O(e3

√
l) d(j, hk(j)), ∀ j ∈ D. (3)

Instead of proving (3), we prove the following stronger inductive statement:

d
(
f,Π

(k)
t (f)

)
≤ uk,t d(f, ht(f)), ∀ f ∈ Gk, ∀ k ∈ [0, l − 1], t ∈ [k + 1, l]. (4)

where u is the sequence defined in Lemma 4. Lemmas 4, 5 then imply (3).

We induct on l − k. Base case: l − k = 1. Consider any f ∈ Gk, and let s∗ be the index in
[k + 1, l] chosen in step 5. As in the algorithm, we denote h = hs∗(f). Then s∗ = l, h = hl(f), and
Π

(k)
l (f) = hl(f), so that (4) is trivially true.

Suppose l − k > 1. Consider any f ∈ Gk. We have two cases.

Case I: t ≤ s∗. By definition, Π
(k)
t (f) = hs∗(f) := h. By the choice of s∗, γ−td(ht(f), f) ≥

γ−s∗d(h, f), so that d(h, f) ≤ γs
∗−td(ht(f), f) ≤ γl−td(ht(f), f) ≤ uk,td(ht(f), f).

Case II: t > s∗. Since s∗ > k, l − s∗ < l − k, and so we have by the induction hypothesis that

d
(
h,Π

(s∗)
t (h)

)
≤ us∗,t d(h, ht(h)) ≤ us∗,td(h, ht(f)),

where the last inequality follows since by definition ht(h) is the closest facility to h in Gt. Therefore,
we have

d
(
f,Π

(k)
t (f)

)
≤ d(f, h) + d

(
h,Π

(k)
t (f)

)
= d(f, h) + d

(
h,Π

(s∗)
t (h)

)
≤ d(f, h) + us∗,t · d (h, ht(f)) ≤ d(f, h) + us∗,t ·

(
d(f, h) + d (f, ht(f))

)
.

The first and final inequalities are triangle inequalities. The equality is by definition of Π(k)
t (f) and

s∗.

18



Now, since s∗ = argmint∈[k+1,l]d(f, ht(f)), we have d(f, h) ≤ γs
∗−td(f, ht(f)), so that the above

inequality becomes

d
(
f,Π

(k)
t (f)

)
≤ d
(
f, ht(f)

)
×
(
γs

∗−t + us∗,t ·
(
γs

∗−t + 1
))

.

Since
uk,t ≥ max

k<s<t

(
γs−t + us,t ·

(
γs−t + 1

))
≥ γs

∗−t + us∗,t ·
(
γs

∗−t + 1
)
,

we get that d
(
f,Π

(k)
t (f)

)
≤ d
(
f, ht(f)

)
× uk,t.

Using the representative norm set, we can choose a finite norm set of size at most log2 r to represent
the norm set P = [1,∞] to get the following corollary:

Corollary 2. There is a poly(r
1√

log2 r )-approximate strong refinement for P = [1,∞] for arbitrary
metrics.

3.2 Line metric

Consider the special case when the underlying metricM = (X, d) is a line metric, i.e., X = R. We
will denote by x(f) ∈ R the location of facility f ∈ F . In this section, we give an algorithm for
an O(log2 r)-approximate strong refinement for P = [1,∞]. We prove the following theorem for a
finite norm set, and obtain the result for P = [1,∞] as a corollary using the representative norm set
defined in Section 2.

Theorem 6. Given a finite set of norms P , there is a polynomial-time algorithm that gives an
O(|P |)-approximate strong refinement for P for the line metric.

Corollary 3. There is a polynomial-time algorithm that gives an O(log2 r)-approximate strong
refinement for P = [1,∞] for the line metric.

We now develop the algorithm for P = {p1, . . . , pl}. Assume without loss of generality that
p1 < . . . < pl, so that OPTp1 ≥ . . . ≥ OPTpl . Obtain a 4-approximate solution Sk = (Fk, θk) for
each k ∈ [l] using Corollary 1. A weak refinement can be obtained in a manner that we have deployed
before: by combining facilities at all higher norms for each pk. That is, define Gk =

⋃
t∈[k,l] Ft. We

can bound the facility costs Gk for each k:

CGk
≤
(∑

t≥k

CFt

)
≤
(∑

t≥k

OPTpt

)
≤ 4(l − (k − 1))OPTpk ≤ 4l OPTpk . (5)

However, assignments θk, k ∈ [l] may not form a partition refinement. Suppose we construct
assignments Πk : D → Gk, k ∈ [l] so that

1. (Strong refinement condition) the solution set T = {(Gk,Πk) : k ∈ [l]} forms a strong refinement
for {p1, . . . , pl}, and
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2. (Cost upper bound) assignments Πk assign each client to a facility within a factor 1/α of its
nearest facility in Gk for some fixed α ∈ (0, 1]. That is, for all k ∈ [l],

d (j,Πk(j)) ≤
1

α
min
f∈Gk

d (j, f) ∀ j ∈ D. (6)

From the second condition, we have that d (j,Πk(j)) ≤ 1
α minf∈Gk

d (j, f) ≤ 1
αd (j, θk(j)) for all

clients j ∈ D. From eqn. (5), we further have that CGk
≤ 4l OPTpk . Therefore, since solution

Sk = (Fk, θk) is a 4-approximate solution to the pk-norm problem for each k, we can bound the cost
of solution (Gk,Πk) for norm pk:

C(Gk,Πk) = CGk
+ CΠk

≤ 4l OPTpk +
1

α
Cθk ≤ 4l OPTpk +

4

α
OPTpk =

(
4l +

4

α

)
OPTpk ,

implying that if assignments Πk, k ∈ [l] satisfy the two conditions above and if 1/α = O(l), then the
solution set T = {(Gk,Πk) : k ∈ [l]} forms an O(l)-approximate strong refinement for {p1, . . . , pl}.

Our algorithm achieves precisely these two conditions with α = 1
2l , implying Theorem 6. We first

introduce some notation for this section. Then, we establish some structure on strong refinements
on a line and give an outline of the algorithm.

Notation: We will refer to k ∈ {1, . . . , l} as problem levels. Recall that [l] indexes the set of norms
we will simultaneously approximate for. For example, k = 1 may refer to the L1-norm and k = l

approximates higher norms such as L∞, so that as the levels increase from k = 1 to l, a smaller
number of facilities are opened. For technical reasons, we introduce an auxiliary level (l + 1), with
Gl+1 = {f0}, f0 being an arbitrary facility in Gl and all clients being mapped to f0 under any
assignment for level (l + 1).

Since a facility may be present in multiple levels Gk, it will be convenient to distinguish between
these copies. We define Gk to be facility-level pairs in Gk, i.e., Gk = Gk × {k} = {(f, k) : f ∈ Gk}
for all k ∈ [l + 1]. We will also denote G = G1 ∪ . . . ∪Gl+1 to be the union of these sets; notice that
this union is disjoint, even though G1 ⊇ . . . ⊇ Gl ⊇ Gl+1.

Since clients can be identified by their locations on R, we will think of any assignment of clients to
facilities in Gk as instead a function from R to Gk. Further, for such an assignment Πk : R→ Gk

and for any facility f ∈ Gk, we denote A(f, k) to be the set of points in R assigned to f at level k
using assignment Πk, i.e., A(f, k) = {j ∈ R : Πk(j) = f}.

If f, f ′ are consecutive facilities in Gk with x(f) < x(f ′), we define bα(f, k) = αx(f ′) + (1− α)x(f),
that is, the point dividing interval [x(f), x(f ′)] in ratio α/(1−α). If f is the rightmost facility in G (i.e.,
if f ′ does not exist), we define bα(f, k) = +∞. Similarly, we define aα(f

′, k) = (1− α)x(f ′) + αx(f),
and if f ′ is the leftmost facility in Gk, then we define aα(f

′, k) = −∞. We define intervals
Iα(f, k) = [aα(f, k), bα(f, k)] for all f ∈ Gk. We omit the subscript α when it is clear from context.
Figure 4 gives an example to provide geometric intuition for these definitions.
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Figure 4: An example illustrating intervals
I(f, k) for α = 1/4 and a fixed k. Gk con-
sists of three facilities, located at 0, 2, 3 respec-
tively. I(0, k) = [a(0, k), b(0, k)] = [−∞, 1/2],
I(2, k) = [3/2, 9/4], and I(3, k) = [11/4,+∞].

Satisfying the strong refinement condition: Suppose the sets A(f, k) are intervals of R for
all (f, k) ∈ G. If the assignments Π1, . . . ,Πl+1 form a strong refinement, then for each k ∈ [l] and
f ∈ Gk, there exists some h ∈ Gk+1 such that A(f, k) ⊆ A(h, k + 1)¶.

Definition (Hierarchy tree). Form the directed graph H = (G,E) with the edge set E =

{((h, k + 1), (f, k)) : f ∈ Gk, h ∈ Gk+1, A(f, k) ⊆ A(h, k + 1)}. When Π1, . . . ,Πl+1 form a strong
refinement, then H is tree rooted at (f0, l + 1), and we call it a hierarchy tree.

The hierarchy tree satisfies the following properties:

1. (Interval tree) (a) If (h, k′) is the parent of (f, k), then A(h, k′) ⊇ A(f, k), and (b) if (f, k) and
(f ′, k′) are siblings, then A(f, k) ∩A(f ′, k′) = ∅.

2. (Immediate parent) The parent of (f, k) is always (h, k + 1) for some h ∈ Gk+1. That is, there
are l+ 1 levels in this tree, corresponding to the sets Gl+1, . . . , G1 ordered from the top to the
bottom of the tree.

3. (Completeness) If the children of (h, k+1) are (f1, k), . . . , (ft, k), then the intervals A(f1, k), . . . , A(ft, k)

partition A(h, k + 1). Under the above two conditions, this means that no point in R is unas-
signed at any level.

Conversely, if there exists a rooted tree H on vertex set G for Π1, . . . ,Πl+1 that satisfies these
conditions, then it is not difficult to see that these assignments form a strong refinement. We design
our algorithm so that the assignments it outputs satisfy these conditions.

Satisfying the cost upper bound: Consider some assignment Πk : R→ Gk at level k. Let f, f ′

be two consecutive facilities in Gk with x(f) < x(f ′). Consider the interval [x(f), x(f ′)] For some
α ≤ 1/2; suppose Πk assigns each point in [x(f), bα(f, k)] = Iα(f, k) ∩ [x(f), x(f ′)] to f and each
point in [aα(f

′, k), x(f ′)] = Iα(f
′, k) ∩ [x(f), x(f ′)] to f ′. Then, irrespective of whether Πk assigns

points in (bα(f, k), aα(f
′, k)) to f or f ′, we get that for all points j ∈ [x(f), x(f ′)]:

d (j,Πk(j)) ≤
1− α

α
min
h∈Gk

d(j, h).

If this is done for all pairs of facilities in Gk and for all k ∈ [l], then we satisfy the cost upper bound
(6), yielding a (4l + 4/α)-approximation.

¶Recall that Gl+1 = {f0}, implying A(f0, l + 1) = R, so this condition is trivially true when k = l, by choosing
h = f0.

21



This is equivalent to the following: the interval assigned to facility f at level k, A(f, k) must contain
Iα(f, k), that is,

A(f, k) ⊇ Iα(f, k) ∀ (f, k) ∈ G. (7)

0 1 2 4

f0 f1 f2 f4

× × × ×

× ×

×

G1

G2

G3

(a)

0 1 2 4

f0 f1 f2 f4

× × × ×

× ×

×

G1

G2

G3

(b)

f0 f1 f2 f4

× × × ×

× ×

×

G1

G2

G3

(c)

f0 f1 f2 f4

× × × ×

× ×

×

G1

G2

G3

(d)

Figure 5: An example to illustrate Algorithm 2. Facilities are drawn as crosses, and the facilities f0, f1, f2, f4 are
at x = 0, 1, 2, 4 respectively. l = 2, and so α is set to 1/4. Intervals A for facilities in G1, G2 are drawn in blue, red
respectively. The auxiliary facility in G3 is f0 and A(f0, 3) is in green. The edges of the hierarchy tree H is drawn in
black. (a) The intervals A(f, k) are initialized to Iα(f, k) for all (f, k) ∈ G. (b) Step 1: at level k = 1, none of the sets
A(fi, 1), i ∈ {0, 1, 2, 4} is updated. At level k = 2, since Aα(f0, 2) intersects A(f1, 1) = Iα(f1, 1), A(f0, 2) is updated
to A(f0, 2) ∪A(f1, 1). The edges in H are also added. (c) Step 2: the only problematic edge that prevents H from
satisfying the immediate parent condition 2 is ((f0, 3), (f2, 0)). To fix this, look at the child of (f0, 3) at level 2, i.e.,
(f0, 2) adn (f4, 2), and select the one closest to (f2, 1). Since both of these are at the same distance from (f2, 1), the
tie is broken arbitrarily (f0, 2) is selected. The edge ((f0, 3), (f2, 1)) is removed and add edge ((f0, 2), (f2, 1)) is added
to H. A(f0, 2) is expanded to conv(A(f0, 2) ∪A(f2, 1)). (d) Step 3: Intervals A are expanded recursively to cover all
points at all levels.

Outline of the algorithm: We choose α = 1
2l with some foresight. Our algorithm (Algorithm

2, ExpandIntervals) starts by assigning A(f, k) = Iα(f, k) for all (f, k) ∈ G. It maintains the
invariant that A(f, k) ⊇ Iα(f, k) at all times, thus satisfying (7) (and therefore also satisfying the
cost upper bound (6)) when the algorithm ends (we record this in Lemma 7). This is done by making
sure that each update to A(f, k) only makes it larger, never smaller. There are three major steps in
the algorithm:

1. Step 1 modifies intervals A(f, k) and forms a hierarchy tree H that is an interval tree, i.e.,
satisfying the interval tree condition (1). This is done by expanding intervals A(f, k) iteratively
from lower levels to higher levels k = 1, . . . , l + 1 and adding edges to the hierarchy tree H so
that interval tree property (1a) is satisfied. Our choice of α ensures that these intervals are
not too large, so that property (1b) is also satisfied. We prove this in Lemma 9.

2. Step 2 rearranges H so that is satisfies the immediate parent condition (2). The problematic
edges are of the form ((f, k), (h, k′)) with k − k′ > 2. The algorithm first finds an appropriate
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Algorithm 2 ExpandIntervals(G1, . . . , Gl) for strong refinement over line metric

input: Sets of facilities {Gk : l ∈ [l + 1]} that are open at level k, s.t. Gk−1 ⊇ Gk for all k and
|Gl+1| = 1, with corresponding (facility, level) pairs Gk

output: Strong refinement Πk : D → Gk, k ∈ [l+1] such that the level-k facility that serves any
client j is at most α factor away from the closest facility on level k: d (j,Πk(j)) ≤ 1

α mini∈Gk
d(i, j)

for all clients j ∈ R
1: Set α = 1/2l, initialize the partial mapping σ : G→ G to be empty
2: Represent the current mapping σ as a directed graph H = (V,Eσ = ∅) with V = G =

⋃
k∈[l+1]Gk.

3: Calculate sets I(f, k) and initialize A(f, k) = I(f, k) for all (f, k) ∈ G
invariant: A(f, k) ⊇ I(f, k) for all (f, k) ∈ G (Lemma 7)
step 1: Populate σ so that H is an interval tree (Condition 1)

4: for k = 2 to l + 1 do:
5: for each facility f ∈ Gk do
6: Define the set of facilities S(f, k) = {(h, k′) : k′ < k, σ (h, k′) is unassigned, A(h, k′) ∩

A(f, k) ̸= ∅} and update the interval

A(f, k)← A(f, k) ∪
( ⋃

(h,k′)∈S(f,k)

A(h, k′)

)

7: Update the mapping σ
(
h, k′

)
= (f, k) for all facilities (h, k′) ∈ S(f, k)

8: Add edge
(
(f, k), (h, k′)

)
to H

Lemma 9: H is an interval tree after step 1
step 2: rearrange H to satisfy immediate parent property (Condition 2)

9: for k = l + 1 to 2 do
10: for each facility f ∈ Gk do
11: for each child (h, k′) of (f, k) in H with k′ < k − 1 do
12: Let (g, k − 1) ∈ Gk−1 be the child of (f, k) closest to (h, k′)
13: Remove edge

(
(f, k), (h, k′)

)
from H and add edge

(
(g, k − 1), (h, k′)

)
to H

14: Update A(g, k − 1)← conv
(
A(g, k − 1) ∪A(h, k′)

)
Lemma 10: H is an interval tree and satisfies the immediate parent condition after Step 2
step 3: Assign any unassigned intervals to satisfy completeness (Condition 3)

15: CompleteAssignment
(
(f0, l + 1), H

)
16: return assignments Π1, . . . ,Πl induced by intervals A(f, k) for (f, k) ∈ G

Algorithm 3 CompleteAssignment((f, k), H)

1: input: Facility, level pair (f, k) and rooted tree H on vertices G
2: Let (f1, k − 1), . . . , (ft, k − 1) be the children of (f, k) in H. Expand intervals A(f1, k −

1), . . . , A(ft, k − 1) arbitrarily so that they partition A(f, k).
3: for children fs ∈ {f1, . . . , ft} do
4: CompleteAssignment((fs, k − 1), H)
5: return

child of (f, k) of the form (g, k − 1) and rearranges the tree H so that (g, k − 1) is the new
parent of (h, k′). Doing this iteratively from higher levels to lower levels k = l+1, . . . , 2 ensures
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that H satisfies the immediate-parent condition while still being an interval tree. We prove
this in Lemma 10.

3. Finally, step 3 fills any ‘gaps’, i.e., assigns any points not covered for any k ∈ [l] by
⋃

f∈Gk
A(f, k)

by expanding these intervals recursively, thus satisfying the completeness condition (3) as well.
We record this in Lemma 11. By our discussion above, this implies that the assignments now
form an O(l)-approximate strong refinement.

These steps are illustrated using a minimal working example in Figure 4. We defer the lemmas and
their proofs to Appendix D.

’=

4 Trade-offs between opening and connection costs

In this section, we discuss trade-offs between opening and connection costs as a function of p by
considering a weighting coefficient for the connection cost. We characterize the monotonicity of
OPT as a function of p in terms of this weighting coefficient (Theorem 7). We also provide an
alternate model for fair facility location motivated by this analysis. We provide analogous results for
the number of solutions and refinements for this proposed new model (Corollary 4, Theorems 8, 9).

Consider the following simple example: the underlying metric is the line segment [0, 1]. There are n

clients at x = 0; each client is the only one in its group. There are two facilities, at x = 0 and x = 1.
The facility at x = 0 has opening cost

√
n and the facility at x = 1 has opening cost 1.

The optimal 1-norm solution opens the facility at x = 0 with total cost
√
n. Note that the assignment

cost is 0.

This is, however, a bad approximation for ∞-norm objective. Indeed, it is easy to verify that the
only O(1)-approximate solution for ∞-norm is to open the facility at x = 1, with the total cost 2.
However, each client is now at a greater distance from its nearest open facility. Thus, fairness is
being achieved by making everyone worse off.

There is an explanation for this behavior: for a given solution, as norm p increases, the assignment
cost decreases while the facility cost stays the same. Therefore, there is higher incentive to minimize
the facility cost as opposed to the assignment cost for higher p.

4.1 Normalized fair facility location

We can introduce a normalizing factor to balance the facility and assignment costs as p varies: for a
solution S = (F ′,Π) and client groups D1, . . . , Dr, we have the assignment cost vector

VΠ =

 1

|D1|
∑
j∈D1

d (j,Π(j)) , . . . ,
1

|Dr|
∑
j∈Dr

d (j,Π(j))

 ∈ Rr.
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With a nonnegative normalizing factor g(p; r), we define the p-norm cost function to be

CS = CF ′ + g(p; r)∥VΠ∥p,

and the objective is to minimize this cost function across solutions.

A following question is the choice of the function g(p; r). We first characterize the monotonicity of
OPT as a function of p, which then leads to a natural choice of g(p; r) that resolves the aforementioned
unwanted behavior.

Theorem 7. 1. OPT is a nonincreasing function of p if g(p; r) is a nonincreasing function of p.
Further, if g(p; r) is not a nonincreasing function of p, then there exist problem instances where
OPT is not a nonincreasing function of p.

2. OPT is a nondecreasing function of p if r
1
p g(p; r) is a nondecreasing function of p. Further, if

r
1
p g(p; r) is not a nondecreasing function of p, then there exist problem instances where OPT is not

a nondecreasing function of p.

Proof. 1. Suppose g(p; r) is a nonincreasing function of p. We show that OPTq ≤ OPTp for all
norms q > p for all problem instances with r groups. Given such a problem instance, let Fp, Vp

respectively denote the set of open facilities and the assignment cost vector for the optimal solution
for the p-norm problem. Then,

OPTq ≤ Fp + g(q; r)∥Vp∥q ≤ Fp + g(p; r)∥Vp∥q ≤ Fp + g(p; r)∥Vp∥p = OPTp.

The first inequality holds by definition of OPTq, the second inequality holds since g is a nonincreasing
function, and the final inequality holds by Lemma 1 and since g is nonnegative.

Suppose g(p; r) is not nonincreasing, then there exist norms p, q ∈ [1,∞] with p < q and g(p; r) <

g(q; r). Consider the line segment [0, 1]. There is a single facility at x = 0 with opening cost 0, with
r − 1 clients at x = 0 and 1 client at x = 1. The only possible solution is to open the facility at
x = 0, with OPTp = 0 + g(p; r)× 1 = g(p; r) and similarly OPTq = g(q; r). Since g(p; r) < g(q; r),
we have OPTp < OPTq, so that OPT is not nonincreasing in p.

2. Suppose r
1
p g(p; r) is a nondecreasing function of p. We show that OPTq ≥ OPTp for all norms

q > p for all problem instances with r groups. Given such a problem instance, let Fq, Vq respectively
denote the set of open facilities and the assignment cost vector for the optimal solution for the
q-norm problem. Then,

OPTp ≤ Fq + g(p; r)∥Vq∥p ≤ Fq + g(p; r)r
1
p
− 1

q ∥Vq∥q ≤ Fp + g(q; r)∥Vq∥q = OPTq.

The first inequality holds by definition of OPTp, the second inequality holds by Lemma 1 and since
g is nonnegative, and the final inequality holds since r

1
p g(p; r) is a nondecreasing function.

Suppose r
1
p g(p; r) is not nondecreasing, then there exist norms p, q ∈ [1,∞] with p < q and
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r
1
p g(p; r) > r

1
q g(q; r). Consider the star graph with r leaf vertices and unit distances between the

central vertex and any any leaf. There is a single facility at x = 0 with opening cost 0. There is
one client each at each of the leaf vertices, with each client in a singleton group. The only possible
solution is to open the facility at x = 0, with OPTp = 0 + g(p; r) × ∥(1, . . . , 1)∥p = r

1
p g(p; r) and

similarly OPTq = r
1
q g(q; r). Since r

1
p g(p; r) > r

1
q g(q; r), we have OPTp > OPTq, so that OPT is

not nondecreasing in p.

This suggests g(p; r) = r
1− 1

p as a natural choice for the normalizing factor. Lemma 1, which gives
a fundamental relationship between different p-norms in Cartesian spaces suggests that the factor
r

1
p
− 1

q can offset the decrease in assignment cost as the norm is increased. We can normalize this
with respect to the 1-norm and recover our choice of the normalizing factor.

Formally, we define the normalized p-norm fair facility location problem as an instance of the facility
location problem with objective

min
(F ′,Π)

∑
i∈F ′

ci + r
1− 1

p

∥∥∥∥∥∥∥
 1

|Ds|
∑
j∈Ds

d
(
j,Π(j)

)
s∈[r]

∥∥∥∥∥∥∥
p

,

that is, the problem seeks to minimize across all solutions the sum of facility costs and the p-norm
of the vector of group distances weighted by r1−1/p.

With our notation for facility and assignment costs, the cost for solution S = (F ′,Π) is CS =

CF ′ + r
1− 1

pCΠ. Notice that for p = 1 and singleton groups (i.e., each client is in a separate group),
this reduces to the classic facility location problem.

Theorem 1 immediately implies that this problem is 4-approximable:

Corollary 4. There is a polynomial-time algorithm that gives a 4-approximation for the normalized
p-norm fair facility location problem for any p ∈ [1,∞].

As with our original model, we can establish more structure across approximate solutions for different
p-norms. Theorem 7 already tells us that OPTp is a nondecreasing function of p. Analogous to
Theorem 2, we can once again get a portfolio of ⌈log2 r⌉ solutions such that for each norm p ∈ [1,∞],
one of these solutions is an 8-approximation to the p-norm fair problem. We omit the proof as it is
similar to the proof of Theorem 2.

Theorem 8. Given any instance of the facility location problem, there exists an 8-approximate
solution set of cardinality at most ⌈log2 r⌉ for the normalized fair facility location problem. This
solution set can be obtained in polynomial time.

The advantage of the normalized problem is most significant for refinements. Since OPTp is an
increasing function of p, we expect that more facilities open as norm p increases, as opposed to less
facilities being open for our original model. In terms of fairness, this implies that fairness is achieved
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(i.e. the norm increases) by opening more facilities instead of closing them. This motivates the
definition of increasing refinements:

Definition (Increasing refinements). We are given a metric spaceM = (X, d), client set D ⊆ X,
and non-empty facility set F ⊆ X with non-negative facility costs c : F → R. We are given a
metric spaceM = (X, d), client set D ⊆ X, and non-empty facility set F ⊆ X with non-negative
facility costs c : F → R. Furthermore, suppose we are given non-empty client groups D1, . . . , Dr

that partition D. Given a set of norms P ⊆ [1,∞], a solution set S = {Sp = (Fp,Πp) : p ∈ P} is
called

1. a weak increasing refinement if for all p, q ∈ P with p ≤ q, Fp ⊆ Fq; that is, the facilities form
a subset structure.

2. a strong increasing refinement if for all p, q ∈ P with p ≤ q and for each facility i ∈ Fq, there
is some facility i′ ∈ Fp such that all clients assigned to i under Πq are assigned to i′ under Πp,
that is,

{j ∈ D : Πq(j) = i} ⊆ {j ∈ D : Πp(j) = i′}.

If for each norm p ∈ P , the solution Sp is an α-approximation for the p-norm fair problem, then we
say that the refinement is an α-approximate increasing refinement.

Simple changes to our algorithms lead to analogous results for increasing refinements for the
normalized fair facility location problem:

Theorem 9. 1. There is 16-approximate increasing weak refinement for the norm set [1,∞] for
the normalized fair facility location problem.

2. There is a poly(r
1√

log2 r )-approximate strong increasing refinement for the norm set [1,∞] for
the normalized fair facility location problem for arbitrary metrics.

3. There is an O(log2 r)-approximate strong increasing refinement for the norm set [1,∞] for the
normalized fair facility location problem on the line metric.

4. There is an O(log2 r)-approximate strong increasing refinement for the norm set [1,∞] for the
normalized fair facility location problem on the tree metric, assuming uniform facility cost and
that a facility can be opened anywhere on the tree.

These increasing refinements can be obtained in polynomial time.

Remark: We can also consider the related clustering model where at most k facilities can be opened
and the objective is to minimize the p-norm of the assignment vector, generalizing problems such
as k-median, k-means, and k-center. Analogous to Theorem 2, we can show that at most ⌈log2 r⌉
solutions are required such that for any p, one of these solutions is a constant-factor approximation.
By combining these solutions, we get a solution with O(k log r) open facilities such that it is an
O(1)-approximation for all p-norms simultaneously; this is already known ([25, 26]).
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5 Hierarchical facility location problem

In this section, we extend the algorithms for refinements to the the hierarchical facility location
problem defined in Section 1.1. We give approximation algorithms for various metrics; the results
are presented in Theorem 10.

Given an instance of the hierarchical facility location problem with l levels, 4-approximations for the
individual facility location problem at each level k ∈ [l] can be obtained using Theorem 1 when the
function f is sublinear and polynomial-time oracles for f and ∇f are available. Suppose Sk = (Fk, θk)

is a 4-approximation to the level k facility location problem (i.e., with facility costs ck ∈ R+).

Note that since c1 ≤ . . . ≤ cl, we must have OPT1 ≤ . . . ≤ OPTl, where OPTk is the value of the
optimal solution to the level k problem. This allows us to get a subset structure in facility sets as in
Theorem 4. That is, let Gk = ∪t∈[k,l]Ft and consider solutions Rk = (Gk, θk) for the level k problem,
k ∈ [l]. Solutions Rk satisfy constraint (1) in the definition of hierarchical facility location. We will
show that CRk

≤ 4lCSk
≤ 16l OPTk for all k.

For any t ≥ k, since St is a 4-approximation to the level t problem and since Sk is a feasible solution
to the level t problem, we have

CSt = ct|Ft|+ CΠt ≤ 4OPTt ≤ 4 (ct|Fk|+ CΠk
) ,

implying that |Ft| ≤ 4|Fk|+ 4
ct
CΠk

. Therefore, using the monotonicity assumption ck ≤ ct for all
t ≥ k, we get

CRk
= ck|Gk|+ CΠk

≤ ck
∑
t≥k

|Fk|+ CΠk

= CSk
+ ck

∑
t>k

|Ft| ≤ CSk
+ ck

∑
t>k

(
4|Fk|+

4

ct
CΠk

)
≤ CSk

+
∑
t>k

4 (ck|Fk|+ CΠk
) ≤ 4l CSk

.

If we can change the assignments Πk, k ∈ [r] so that they satisfy constraint (2) in the definition, we
will get a feasible solution to hierarchical facility location problem. We claim that our algorithms for
refinements are sufficient for this reassignment: indeed, none of the strong refinement algorithms
DiscountedLookahead, ExpandIntervals, and BranchAndLinearize use the norm structure
of p-norms for reassigning clients. If the reassignement increases the cost of Πk by a factor at most β
for each k, we get that Rk is an O(βl)-approximation for the level k problem, and therefore the set
of solutions R = {Rk : k ∈ [l]} forms an O(βl)-approximation for the hierarchical facility location
problem. Therefore, we have the following theorem:

Theorem 10. Given an instance of the hierarchical facility location problem with l levels and a
differentiable sublinear function f with polynomial-time oracles for f and ∇f ,
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1. there is a polynomial-time algorithm that is an Õ(e3
√
l)-approximation for arbitrary metrics,

2. there is a polynomial-time algorithm that is an O(l2)-approximation for the line metric, and

3. there is a polynomial-time algorithm that gives an O(l2)-approximation for the tree metric,
assuming that a facility can be opened anywhere on the tree.

6 Open questions

A natural open question is about the existence of a solution set with cardinality lesser than ⌈log2 r⌉
(Theorem 2, Section 2) that is constant-factor approximate for P = [1,∞]. In particular, given any
instance of the fair facility location problem, what is the order of the smallest number of solutions
required: is it Θ(

√
log2 r), or Θ(log2 r), or something between the two?

Another open question is whether the subexponential factor e3
√
l for strong refinement in Theorem 5

(Section 3.1) can be reduced to a polynomial factor. We believe that this should be true (potentially
by searching a larger local neighborhood instead of a one-step for the Greedy algorithm):

Conjecture 1. Given a finite set P = {p1, . . . , pl} of norms, there is a polynomial-time algorithm
that gives a poly(l)-approximation to the strong refinement problem for arbitrary metrics.

This can potentially (but not necessarily) lead to an improvement for the corresponding factor for
the hierarchical facility location problem in Section 5. For strong refinements, it is natural to ask
if the algorithm for line metric generalizes to Cartesian spaces Rd, d > 1, after perhaps losing an
additional factor that depends on d (2d, for instance).

Finally, it is natural to ask the basic question about the approximability of the general facility
location problem (see Theorem 1): can it be approximated to a factor better than 4 in polynomial
time? Several improved approximation factors are known for the classic facility location problem
[48], including the 1.488-approximation algorithm of Li. Most of these algorithms crucially use the
linearity of the objective, and therefore do not generalize.
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A Proof of Theorem 1

We can formulate the problem as an integer program: for each facility i ∈ F , variable yi ∈ {0, 1}
indicates whether facility i is opened and for each client j ∈ D, variable xij ∈ {0, 1} indicates
whether j has been assigned to i. The feasible region is∑

i∈F
xij ≥ 1, ∀ j ∈ D,

xij ≤ yi, ∀ i ∈ F, j ∈ D,

xij , yi ∈ {0, 1}, ∀ i ∈ F, j ∈ D,

and the objective is to minimize the function
∑

i∈F ciyi + f
((∑

i∈F xijd(i, j)
)
j∈D

)
.

In the relaxation, we allow variables x, y to take values in [0, 1]:

min
x,y

∑
i∈F

ciyi + f

(∑
i∈F

xijd(i, j)

)
j∈D

 subject to (CP)

∑
i∈F

xij ≥ 1, ∀ j ∈ D, (8)

xij ≤ yi, ∀ i ∈ F, j ∈ D, (9)

0 ≤ x, y. (10)

Let us denote the underlying polytope by P and the objective function by f : P → R. Since P
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Algorithm 4 Filter(x, y)

1: Set α = 1
4

2: for j ∈ D do
3: Let Sj = {i ∈ F : xij > 0}
4: Let σ be the permutation arranging facilities in Sj such that dσ(1)j ≤ dσ(2)j ≤ . . .
5: Let ij = argmink

∑
k′∈[k] xσ(k′)j ≥ α, and let dj(α) = dσ(ij),j

6: for i ∈ F do
7: Set yi ← 1

αyi
8: for j ∈ D do
9: Set xij to 1

αxij if dij ≤ dj(α) and 0 otherwise

10: return (x, y)

has a polynomial number of constraints, the Ellipsoid algorithm (see [8]) can be used to obtain the
following theorem:

Theorem 11. For a differentiable convex function f : RD → R, an optimal solution to (CP) can be
obtained in a polynomial number of calls to f and ∇f .

For the classical facility location problem with a linear objective, Shmoys et al. [43] use the filtering
technique first introduced by Lin and Vitter [37] to round a fractional solution to (CP), giving a
4-approximation. We show that their rounding algorithm generalizes to a much larger class of convex
functions:

Lemma 6. If f is a sublinear function, then a fractional solution (x, y) to (CP) can be rounded to
an integral solution (x∗, y∗) with cost f(x∗, y∗) ≤ 4f(x, y) in polynomial time.

This, along with Theorem 11 implies Theorem 1 for the general facility location problem and the
corollary for p-norm socially fair facility location problem.

We present the algorithm now and then proceed to prove Lemma 6.

Proof of Lemma 6. Consider the solution (x, y) output by Filter. Since x ≤ 1
αx and y = 1

αy, it
satisfies the feasibility constraints (9) and (10). Further,

∑
i∈F

xij =
∑

i:dij≤dj(α)

1

α
xij =

1

α

∑
i:dij≤dj(α)

xij ≥
1

α
× α = 1

by definition of dj(α). Therefore, x, y is feasible.

Furthermore ∑
i∈F

dijxij ≥
∑

i:dij≥dj(α)

dijxij ≥ dj(α)
∑

i:dij≥dj(α)

xij ≥ dj(α)(1− α). (11)

Let the solution (x∗, y∗) output by Algorithm Round. For the facility ik and client jk chosen in
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Algorithm 5 Round(x, y)

1: Initialize D′ ← D
2: Form a bipartite graph G with vertex sets D′, F ′ with ji ∈ E(G) iff xij > 0 for all i ∈ F, j ∈ D
3: For j ∈ D, denote by NG(j) = {i ∈ F : xij > 0} the nieghborhood of j in G and by N2

G(j) the set
of all j′ ∈ D that share a neighbor with j in G, i.e., the set of all j′ ∈ D with NG(j

′)∩NG(j) ̸= ∅
4: k = 0 ▷ Loop counter
5: while D′ ̸= ∅ do
6: Choose jk = argminj∈D′gj
7: Choose ik = argmini∈NG(jk)

fi
8: Open ik and assign all j ∈ N2

G(jk) to ik
9: D′ ← D′ \ (N2

G(jk) ∪ {jk}), update G

10: Set y∗i = 1 for all opened facilities i, set x∗ij = 1 if j was assigned to i, and set all other variables
to 0

11: return (x∗, y∗)

iteration k of loop 5, by step 7 and since
∑

i∈F xijk ≥ 1,

cik ≤ cik
∑
i∈F

xijk ≤
∑

i∈NG(jk)

cixijk ≤
∑

i∈NG(jk)

ciyi.

Furthermore, since each client in set N2
G(jk) is assigned to ik and then removed from G, the client

sets NG(j1), NG(j2), . . . are disjoint. Along with the above, this implies

∑
k

cik ≤
∑
k

∑
i∈NG(jk)

ciyi ≤
∑
i∈F

ciyi =
1

α

∑
i∈F

ciyi. (12)

Suppose client j was assigned to ik. Then j ∈ N2
G(jk) and by step 6, dj(α) ≥ djk(α). Since

j ∈ N2
G(jk), there exists some i ∈ NG(j)∩NG(jk). By metric property of d, dikj ≤ dikjk + dijk + dij .

Further, by step 9 and since xij , xijk , xikjk > 0, we must have dij ≤ dj(α), dijk ≤ djk(α) and
dikjk ≤ djk(α), so that

dikj ≤ 2djk(α) + dj(α) ≤ 3dj(α).

Eqn. (11) then implies that dikj ≤ 3dj(α) ≤ 3
1−α

∑
i∈F xijdij , or that dikj =

∑
i∈F x∗ijdij ≤

3
1−α

∑
i∈F xijdij . Since f is nondecreasing and sublinear,

f

(∑
i

x∗ijdij

)
j∈D

 ≤ f

( 3

1− α

∑
i

xijdij

)
j∈D

 =
3

1− α
f

(∑
i

xijdij

)
j∈D

 .

By eqn. (12), ∑
i∈F

ciy
∗
i =

∑
k

cik ≤
1

α

∑
i∈F

ciyi.

Together, for α = 1
4 , this implies that f(x∗, y∗) ≤ 4f(x, y).
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B Missing proofs from Section 2

Proof of Lemma 2. Let OPTp, OPTq denote the corresponding optimum values. Let Sp = (Fp,Πp)

be an α-approximate solution to the p-norm fair problem, and let Cp denote the assignment cost
vector for it (so that the p-norm assignment cost of Πp is ∥Cp∥p). Let S∗q = (F ∗

q ,Π
∗
q) be an optimum

solution to the q-norm fair problem, with assignment cost vector C∗
q .

We have from definition that CFp + ∥Cp∥p ≤ αOPTp. Now,

CFp + ∥Cp∥q ≤ CFp + ∥Cp∥p ≤ αOPTp

≤ α
(
CF ∗

q
+ ∥C∗

q ∥p
)
≤ α

(
CF ∗

q
+ r

1
p
− 1

q ∥C∗
q ∥q
)

≤ αr
1
p
− 1

q
(
CF ∗

q
+ ∥C∗

q ∥q
)
= αr

1
p
− 1

qOPTq.

where the first inequality follows from Lemma 1 and since q > p, the second inequality is true since
sp is α-approximate, the third inequality follows from definition, the fourth inequality follows from
Lemma 1, the fifth inequality is true since 1

p −
1
q > 0, and the final equality is true since S∗q is an

optimal solution to the q-norm fair problem. Therefore, Sp is a αr
1
p
− 1

q -approximate solution to
q-norm fair problem.

Similarly let Sq = (Fq,Πq) be an α-approximate solution to the q-norm fair problem with cost vector
Cq. Then, using th fact that OPTp ≥ OPTq,

CFq + ∥Cq∥p ≤ CFq + r
1
p
− 1

q ∥Cq∥q ≤ r
1
p
− 1

q
(
CFq + ∥Cq∥q

)
≤ αr

1
p
− 1

qOPTq ≤ αr
1
p
− 1

qOPTp.

Therefore, Sq is an αr
1
p
− 1

q -approximation to the p-norm fair problem

C Missing proofs from Section 3

Proof of Lemma 4. First, note that for any t ∈ [1, l], since γ > 1, we have

ut−1,t ≤ . . . ≤ u1,t ≤ u0,t,

so that it is enough to prove that maxt u0,t ≤ e
2γ
γ−1γl−1. Further, since ut−1,t = γl−t, this implies

uk,t = max
k<s<t

γs−t + us,t(1 + γs−t) ∀k ∈ [0, t− 2].

First, a change of indices is in order: if we define wk,t = ut−1−k,t for k ∈ [0, t− 1], we get w0,t = γl−t

and
wk,t = max

s∈[0,k−1]
γ−(s+1) + ws,t(1 + γ−(s+1)) ∀k ∈ [1, t− 1].
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This makes it clear that in fact

wk,t = γ−k + wk−1,t(1 + γ−k) ∀k ∈ [1, t− 1].

Finally, we bound wt−1,t = u0,t. Since w0,t = γl−t ≥ 1, notice that

wk,t

wk−1,t
≤ γ−k

wk−1,t
+ 1 + γ−k ≤ 1 + 2γ−k.

Therefore, taking product from k = 1 to t− 1, we get

wt−1,t

w0,t
≤

t−1∏
k=1

(
1 + 2γ−k

)
.

Denote Pt =
∏t−1

k=1

(
1 + 2γ−k

)
. Using the standard bound 1 + x ≤ exp(x),

t−1∏
k=1

(
1 + 2γ−k

)
≤

t−1∏
k=1

exp
(
2γ−k

)
= exp

(
2

t−1∑
k=1

γ−k

)
≤ exp

(
2

∞∑
k=1

γ−k

)
= exp

(
2γ

γ − 1

)
.

Therefore,

u0,t = wt−1,t ≤ exp

(
2γ

γ − 1

)
w0,t = exp

(
2γ

γ − 1

)
γl−1.

Proof of Lemma 5. Choose γ = 1 + 1√
l
. Then e

2γ
γ−1 = e

2
√
l
(
1+ 1√

l

)
= e2

√
l · e2. Also, γl−1 < γl =(

1 + 1√
l

)l
≤
(
e

1√
l

)l
= e

√
l, implying that e

2γ
γ−1γl−1 ≤ e2 · e3

√
l.

D Missing proofs in Section 3.2

Lemma 7. For each k ∈ [l] and each (f, k) ∈ G, the interval A(f, k) satisfies A(f, k) ⊇ I(f, k)

at the end of Algorithm 2. Consequently, for each client j ∈ D and each level k ∈ [l], we have
d(j,Πk(j)) ≤ 2l ·minf∈Gk

d(j, f).

Proof. A(f, k) is initialized to I(f, k) in line 3. A is only updated in lines 6, 14, and 15, and A is
expanded in each of these steps.

We show that H is an interval tree at the end of step 1 in Lemma 9. For all facilities (f, k) ∈ G, let
the interval A(f, k) be denoted by [c(f, k), d(f, k)]. We need the following structural lemma first:

Lemma 8. For all k ∈ [l], if f and f ′ are consecutive facilities in Gk with f ′ to the right of f , then,
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at the end of step 1,

d(f, k)− x(f) ≤ kαx, x(f ′)− c(f ′, k) ≤ kαx, c(f ′, k)− d(f, k) ≥ (1− 2kα)x, (13)

where x = x(f ′)− x(f) is the distance between f and f ′.

Proof. The third inequality is implied by the first two; we prove the first two inequalities by
induction on k. For k = 1, A(f, k) = I(f, k) and A(f ′, k) = I(f ′, k), so that d(f, k) = b(f, k) and
c(f ′, k) = a(f ′, k), and the result follows by definition of intervals I.

Assume the result is true for all k′ < k. Let (g, k1) = argmax(h,k′)∈S(f,k)d(h, k
′). Then, by line 6 in

the algorithm, we have d(f, k) = max
{
b(f, k), d(g, k1)

}
. Since k1 < k, we have Gk ⊆ Gk1 and so

f, g ∈ Gk1 . By the induction hypothesis at level k1 on facility pairs f, g and g, f ′, we have

x(g)− c(g, k1) ≤ k1α
(
x(g)− x(f)

)
, d(g, k1)− x(g) ≤ k1α

(
x(f ′)− x(g)

)
.

so that d(g, k1)− c(g, k1) ≤ k1αx. Since A(f, k)∩ I(h, k1) ̸= ∅, we get c(g, k1) ≤ b(f, k) = x(f)+αx.
Then we get that d(g, k1)− x(f) ≤ (k1 + 1)αx ≤ kαx. Since d(f, k) = max

{
b(f, k), d(g, k1)

}
, this

proves the first inequality in (13). The second inequality is analogously proven.

Observe that if
(
(f, k), (h, k′)

)
∈ E(H), then k′ < k by line 6 in the algorithm.

Lemma 9. The hierarchy graph H is an interval tree at the end of step 1 in Algorithm 2.

Proof. For each k ∈ [1, l+1], let Hk denote the subgraph of H induced by the vertex set
⋃

k′∈[k]Gk′ ,
i.e., facilities at level k or lower. We induct on k to prove the following (stronger) statement: each
component of Hk is an interval tree with respect to intervals A, and furthermore, for two components
C1, C2 of Hk with roots r1, r2, then A(r1) and A(r2) are internally disjoint.

For k = 1, each component of H1 is an isolated vertex and further, A(f, 1) = I(f, 1) and A(g, 1) =

I(g, 1) are disjoint intervals for f ̸= g, implying the claim.

Assume now that k > 1 and that the claim is true for all k′ < k. Let C be a component of Hk rooted
at some facility (f, k′), k′ ≤ k. We first prove that C is an interval tree. If k′ < k, then C is also a
component of Hk−1 and therefore C is an interval tree by the induction hypothesis. Suppose k′ = k.
The only parent-child pairs present in Hk ∩C but not in Hk−1 ∩C are (f, k) and one of its children.
And the only sibling pairs present in Hk ∩ C but not in Hk−1 ∩ C are two children of (f, k).

Let (g1, k1) be some child of (f, k) in C. By definition of H, σ(g1, k1) = (f, k), and therefore
A(g1, k1) ⊆ A(f, k) by line 6 in the algorithm. Let (g2, k2) be some other child of (f, k) in C. Since
(f, k) ̸∈ V (Hk−1), both (g1, k1), (g2, k2) are the roots of their corresponding components in Hk−1.
By the induction hypothesis, A(g1, k1) ∩A(g2, k2) are internally disjoint. This proves that C is an
interval tree.
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Let C1, C2 be two components in Hk, rooted at (f1, k1), (f2, k2) respectively. we claim that A(f1, k1)

and A(f2, k2) are internally disjoint.

If both k1, k2 < k, then A(f1, k1) and A(f2, k2) are internally disjoint by the induction hypothesis.
If k1 = k2 = k, then Lemma 8 implies that A(f1, k1) and A(f2, k2) are internally disjoint. Suppose
k1 = k and k2 < k. Since (f2, k2) is a root of a component in Hk, (f2, k2) must have been
unassigned at the end of iteration k in loop 4 in the algorithm. Therefore, since σ(f2, k2) ̸= A(f1, k1),
(f2, k2) ̸∈ S(f1, k1) and therefore A(f1, k1) ∩ A(f2, k2) = ∅ by the definition of S(f1, k1) in line 6.
This proves the inductive statement.

Finally, since A(f0, l+1) = I(f0, l+1) = R, by line 6, H = Hl+1 is a tree with root f0, and therefore
an interval tree by our claim.

Lemma 10. The tree H is an interval tree at the end of step 2 in Algorithm 6. Further, H satisfies
the immediate parent condition (2).

Proof. We first claim that H stays an interval tree at all times in step 2. By Lemma 9, each A(f, k)

is an interval at the start of step 2. The only updates to intervals A occur on line 14. Since convex
hulls on R are intervals, sets A are still intervals after step 2.

Fix an iteration of the loops in step 2, and let (f, k), (h, k′) and (g, k − 1) be the corresponding
facilities in this iteration. Before the update in line 14, A(g, k − 1), A(h, k′) ⊆ A(f, k), and therefore
conv(A(g, k − 1), A(h, k′)) ⊆ A(f, k). Therefore, after the update, A(g, k − 1) is still a subset of
A(f, k). Further, by construction, A(h, k′) is a subset of A(g, k− 1) after the update, so that interval
tree condition (1a) is satisfied.

We now show that interval tree condition (1b) is also satisfied. Since H is an interval tree before the
update, the intersection of A(g, k − 1) and A(h, k′) is empty before the update. Therefore, after the
update, the subtree of H rooted at (g, k−1) is an interval tree. Further, for any other child (g′, k−1)

of (f, k), A(g′, k − 1), A(g, k − 1) and A(h, k′) are disjoint sets before the update. Since (g, k − 1) is
the child of (f, k) closest to (h, k′), this means that A(g′, k − 1) and conv(A(g, k − 1) ∪A(h, k′)) are
disjoint before the update, or that A(g′, k − 1) and A(g, k − 1) are disjoint after the update. Since
the only children of (f, k) are of the form (g′, k − 1) after the update, this implies that (1b) is also
satisfied after the update.

Finally, we show that the immediate parent condition (2) is satisfied by H. We show the following
stronger statement by induction on level k: after the kth iteration of the outer loop in step 2 (on
line 9), the subtree of H induced by Gk ∪Gk+1 ∪ . . .∪Gl+1 satisfies the immediate parent condition.
In iteration k, all edges of the form ((f, k), (h, k′)), k′ < k − 1 are removed from H, and so the
only children of (f, k) remaining are of the form (g, k − 1). Since so edges containing any vertex in
Gk+1 ∪ . . . ∪Gl+1 are modified in iteration k, this implies the claim for level k using the induction
hypothesis.

The following lemma follows by a simple induction on level k; we omit its proof:
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Lemma 11. H satisfies the completeness condition (3) at the end of Algorithm 2.

E Strong refinement for tree metric

Consider the case when the underlying metric is induced by a tree, i.e., there is a tree T = (V,E,w)

with vertices V = D ∪ F , edges E, and nonnegative edge weights w : E → R with the distance
d(j, j′) defined as the sum of edge weights on the unique path from j to j′ for all j, j′ ∈ V . Under
the assumptions that the facility costs are uniform (i.e., each facility incurs the same opening cost)
and that a facility can be opened at any vertex on the tree, we give an O(|P |)-approximate strong
refinement for a finite norm set P (Theorem 12), and therefore an O(log r)-approximate strong
refinement for all norms, i.e., norm set P = [1,∞] (Corollary 5) using the representative norm set
defined in Section 2:

Theorem 12. Given a finite set of norms P , there is a polynomial-time algorithm that gives an
O(|P |)-approximate strong refinement for P for the tree metric, assuming uniform facility costs and
that a facility can be opened at any vertex of the tree.

Corollary 5. There is a polynomial-time algorithm that gives an O(log2 r)-approximate strong
refinement for P = [1,∞] for the tree metric, assuming uniform facility costs and that a facility can
be opened at any vertex of the tree.

Given a tree T , a vertex v ∈ V (T ) is called a branch vertex if degT (v) ≥ 3. Given a set of vertices
S ⊆ V (T ), let TS denote the subtree of T induced by all vertices in S and those in the paths
connecting any two vertices in S (i.e., the maximal subtree of T with all leaf vertices in set S). Two
vertices u, v ∈ S are called consecutive vertices of S if the unique path in T (and in TS) joining u, v

does not contain any other vertex of S. If S contains all the branch vertices of TS , then the edges of
TS can be uniquely partitioned into paths between pairs of consecutive vertices of S. We will also
use the following observation that follows from the handshaking lemma:

Fact 1. The number of branch vertices is at most the number of leaves in any tree.

We now sketch our algorithm for getting a strong refinement on a tree T = (V,E,w). Suppose we are
given a finite norm set P = {p1, . . . , pl} with p1 < . . . < pl. First, using Corollary 1, we get solutions
(Fk, θk), k ∈ [l] that are 4-approximate for norms pk, k ∈ [l] respectively. As we have repeatedly done,
we first get a weak refinement by opening facility sets Gk =

⋃
t∈[k,l] Fk for norm pk, with the facility

costs for these sets upper bounded by CGk
≤ 4l OPTpk . However, unlike before, we now open more

facilities: let G′
k be the set of all facilities in Gk and on the branch vertices of TGk

, i.e.,

G′
k = Gk ∪ {v ∈ T : v is a branch vertex in TGk

} ∀ k ∈ [l].

Notice that since Gk ⊇ Gk+1 for all k, TGk+1
is subgraph of TGk

, and therefore G′
k ⊇ G′

k+1 for
all k, i.e., facility sets G′

1, . . . , G
′
l also form a weak refinement. Additionally, the cost of opening
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Algorithm 6 BranchAndLinearize(T, t,G1, . . . , Gt) for strong refinement over trees

input: tree T = (V (T ), E(T ), w), level t ≥ 0, facility sets G′
1, . . . , G

′
t ⊆ V satisfying (a)

G′
1 ⊇ . . . ⊇ G′

t ̸= ∅, and (b) all branch vertices of TG′
k

are in G′
k for all k ∈ [t]

output: Assignments Π1, . . . ,Πt on V (T ) that form a strong refinement and satisfy d(j,Πk(j)) ≤
2tminf∈G′

k
d(j, f) for all j ∈ D, k ∈ [t]

1: Initialize empty mappings Π1, . . . ,Πt = ∅
2: for each path p between two consecutive vertices of G′

k in TG′
k

do
3: Treat path p as a line with lengths determined by edge weights w, and obtain assignments

Π′
1, . . . ,Π

′
t ← ExpandIntervals(G′

1, . . . , G
′
t),

where each assignment Π′
k : V (p)→ V (p) ∩G′

k, k ∈ [t]
4: Update assignments Πk ← Πk ∪Π′

k for k ∈ [t]

5: for each component C of T \ TG′
t
do ▷ To assign remaining vertices; i.e., those in T \ TG′

t

6: Let f be the vertex that connects C to TG′
t

7: Let s ∈ [t] be the least level such that C has no facility from G′
S , i.e., V (C) ∩G′

s = ∅
8: for k ∈ [s, t] do
9: Assign Πk(j) = Πk(f) for all j ∈ V (C) ▷ Assign j to the facility assigned to f

10: Π′
1, . . . ,Π

′
s−1 = BranchAndLinearize(C ∪ {f}, s− 1, G′

1, . . . , G
′
s−1) ▷ Recurse

11: Update Πk ← Πk ∪Π′
k for all k ∈ [s− 1]

return Assignments Π1, . . . ,Πt

these additional facilities is not very high: by our observation above, |G′
k| ≤ 2|Gk|; and so by our

assumption of uniform facility costs, we get CG′
k
≤ 2CGk

≤ 8l OPTpk .

Similar to Sections 3.1.2 and 3.2 (for arbitrary and line metrics respectively), it is now sufficient to
give assignments Πk : V → G′

k for k ∈ [l] that (a) form a strong refinement, and (b) satisfy the cost
guarantee that for each client j ∈ V (T ),

d (j,Πk(j)) ≤ O(l) · min
f∈G′

k

d(j, f) ∀ k ∈ [l]. (14)

To do this, notice that we can decompose edges in TGl
= TG′

l
into edge-disjoint paths between

facilities in G′
l, and so and we can call the strong partition algorithm for line, ExpandIntervals

from Section 3.2 on each of these paths. This will give a 2l-approximate strong refinement on TGl
.

It remains to give assignments on T \ TGl
. Each component C of T \ TGl

is a tree, and connected to
TGl

by a unique vertex f ∈ Gl. Since there is no facility in G′
l in C, we can assign Πl(j) = Πl(f)

for all j ∈ V (C). For a lower level k ∈ [l − 1], there are two cases. If V (C) ∩G′
k is empty, then the

natural choice again is to assign Πk(j) = Πk(f) for all j ∈ V (C). If V (C) ∩G′
k is nonempty, then

we can show that f must also be in G′
k, and we can recurse on C.

We input tree T , level l and facility sets G′
1 ⊇ . . . ⊇ G′

l to Algorithm 6. We prove in Lemma 13 that
the assignments Πk, k ∈ [l] output by the algorithm form a strong refinement, and in Lemma 14
that they satisfy the cost guarantee in Lemma (14), finishing the proof of Theorem 12. But first, we
prove that they are well-defined:
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Lemma 12. Algorithm 6 produces well-defined assignments Π1, . . . ,Πl, i.e., that each Πk is a
function from V (T ) to G′

k.

Proof. We first show that each vertex is covered at least once (i.e., assignments are not partial):
each vertex in TG′

l
is covered by some path p in the loop at line 2. Each vertex in T \ TG′

l
is covered

in the loop at line 5. We next show by induction that when some assignment Πk(j) is defined
multiple times for some j ∈ V (T ), then j is a facility in G′

k and therefore the algorithm always
assigns Πk(j) = j (since ExpandIntervals always assigns an open facility at a level to itself by
Lemma 7). There are only the following two cases when Πk(j) is defined multiple times:

Case 1: j is the endpoint of multiple paths connecting consecutive vertices of G′
l; Πk(j) is then

defined multiple times in the loop at line 2. But each endpoint of such paths is in G′
l, so j ∈ G′

k

since G′
l ⊆ G′

k.

Case 2: Some component C of T \ TG′
l
is connected to TG′

l
at j. In this case, Πk(j) is first defined

for some path(s) in the loop at line 2, and is defined again potentially again in line 10. If j ∈ G′
l,

then j ∈ G′
k. Otherwise, degTG′

l

(j) = 2 and so by the condition in line 7, V (C)∩G′
k ̸= ∅, and so j is

a branch vertex in TG′
k
, implying that j ∈ G′

k.

Lemma 13. Assignments Πk : V → G′
k, k ∈ [l] output by Algorithm 6 form a strong refinement.

Proof. Any vertex v in a tree induces two subtrees T1, T2 on either side that only intersect at v and
T1 ∪ T2 = T . It is sufficient to prove that the assignments Π1, . . . ,Πl form a strong refinement when
restricted to each of the two subtrees induced by v. By generalizing this argument, it is sufficient to
show that these assignments form a strong refinement on each of the paths that decompose G′

l, and
for each component of T \ TG′

k
.

We prove this using induction on level l. For l = 1, the claim is trivially true. Suppose l > 1, and
that the result is true for all levels k ≤ l − 1 on all trees.

If p is one of the paths that decompose TG′
l
, the assignments on p are defined in line 3 in the

algorithm, using ExpandIntervals. By the corresponding guarantee on the line metric (Theorem
6), Π1, . . . ,Πl form a strong refinement when restricted to p.

Fix a component C of T \ TG′
l
, connected to TG′

l
at f . Let s be the level chosen in line 7. Note that

s exists because V (C) ∩G′
l = ∅ since C is a subtree of T \ TG′

l
. Assignments Πs, . . . ,Πt are defined

on C in line 9, and assignments Π1, . . . ,Πs−1 are defined on C ∪ {f} recursively in line 10.

By the induction hypothesis, Π1, . . . ,Πs−1 form a strong refinement on C ∪ {f}. Therefore, it
remains to show that for each k ∈ [s − 1, t − 1] and each facility g ∈ G′

k, there is some facility
g′ ∈ G′

k+1 such that all clients in V (C) assigned to g under Πk are assigned to g′ under Πk+1. But
since k + 1 ∈ [s, t], all clients j ∈ V (C) ∪ {f} are assigned to Πk+1(f) under Πk+1 by line 9, and so
the choice g′ = f works no matter what g is.
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Lemma 14. Assignments Πk : V → G′
k, k ∈ [l] output by Algorithm 6 satisfy the cost guarantee in

(14), i.e., for all j ∈ V (T ) and each k ∈ [l],

d(j,Πk(j)) ≤ 2l · min
f∈G′

k

d(j, f) ≤ 2l · min
f∈Gk

d(j, f).

Proof. We use induction on level l. As noted above, we can decompose T into TG′
l
and components

of T \ TG′
l
, and TG′

l
can be further decomposed into edge-disjoint paths between pairs of consecutive

vertices in G′
l.

Suppose a client j lies on one such path p. The endpoints of p are both in G′
l, and therefore in G′

k

for all k ∈ [l]. Therefore, for each client j ∈ V (p), the nearest facility at each of the levels k ∈ [l] lies
on this path. Since Π1(j), . . . ,Πl(j) are assigned on line 3 using ExpandIntervals, the result then
holds for j by the corresponding claim for line metric (Lemma 7).

If j is not on such a path, let C be the component of T \ TGk
containing j, and let C be connected

to TGk
at vertex f . Let s be the number defined in line 7, i.e., s is the least level in [l] such that

V (C) ∩G′
s = ∅.

If k < s, then V (C) ∩ G′
k ̸= ∅, and so f is either in G′

l or is a branch vertex in G′
k and therefore

itself in G′
k. In this case, the result holds by the induction hypothesis.

If k ≥ s, then V (C)∩G′
k = ∅, and therefore the facility in G′

k closest to j is the facility in G′
k closest

to f ; call this facility g. Since f lies on some path connecting two consecutive vertices in G′
l, we have

by our earlier claim that d (f,Πk(f)) ≤ 2l · d(f, g). Now, since Πk(j) = Πk(f) by construction in line

9, we get
d(j,Πk(j))

d(j, g)
=

d(j,Πk(f))

d(j, g)
=

d(j, f) + d(f,Πk(f))

d(j, f) + f(f, g)
≤ max

(d(j, f)
d(j, f)

,
d(f,Πk(f))

d(f, g)

)
≤ 2l.
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